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It is known that when bases for generic irreducible representations of a semisimple group are 
reduced according to a semisimple subgroup the number offunctionally independent missing 
label operators is just twice the number of missing labels. It is shown that the relation 
continues to hold when degenerate irreducible representations are considered. 

I. INTRODUCTION 

When a Lie group is applied to a physical problem, one 
often needs basis states of irreducible representations OR's) 
of the group reduced according to IR's of a subgroup. Often 
the subgroup does not provide enough labels to specify the 
basis states completely. 

One solution to this difficulty is to use the common ei­
genstates of a complete set of commuting operators as bases. 
Besides the Casimir invariants of group and subgroup, an 
appropriate number of "missing label" operators must be 
found; they should be subgroup invariants that are functions 
of the group generators. 

Peccia and Sharpl showed that for generic IR's the 
number of missing label operators is exactly twice the num­
ber of missing labels; we follow Gilmore and Draayer2 in 
referring to this result as the missing label folk theorem. Lat­
er Giroux, Couture, and Sharp3 considered a number of spe­
cific examples dealing with degenerate representations (i.e., 
representations for which one or more Dynkin labels van­
ish). In each case the number of missing label operators was 
twice the number of missing labels. They conjectured that 
the folk theorem holds for degenerate, as well as for generic, 
IR's, but could not provide a proof. Such a proof, valid for 
semisimple groups, is the content of the present paper; it is a 
straightforward generalization of the proof given in Ref. 1 
for generic IR's. 

Gilmore and Draayer,2 in a recent publication, have ex­
pressed a contrary opinion: " ... a directly applicable criterion 
such as the missing label folk theorem would be useful 
... (but) it fails for several applications considered above ... we 
cannot recommend it as a test for completeness of an integri­
ty basis." Gilmore and Draayer do not say for which of their 
applications the folk theorem fails; we have examined all the 
applications in their paper and found that the conjecture is 
valid for each case. 

II. COUNTING MISSING LABELS AND MISSING LABEL 
OPERATORS 

We consider a semisimple group G and a subgroup H. 
For those degenerate IR's of G for which specified Dynkin 
labels vanish the number of internal labels is known to be4 

(1) 

where rand / denote order and rank, respectively. Here G' is 
the subgroup of G whose Dynkin diagram is obtained from 
that of G by retaining the nodes (and lines connecting 

them), corresponding to the zero Dynkin labels; it is the 
subgroup whose negative root generators annihilate highest 
weight states of the degenerate representations under consi­
deration. To count missing labels we subtract the number of 
labels, Dynkin and internal, provided by H; that number is 

(2) 

It may happen that only degenerate representations of H 
appear in the degenerate representations of G under consi­
deration; then H' is the subgroup of H corresponding to its 
zero Dynkin labels; / H - I w is the number of nonzero Dyn­
kin labels of H; I' is the number of G Casimirs which depend 
only on H generators. Thus the number of missing labels is 

n = !(rG -IG - rG, + IG' - rH -IH + rw + IN') + I'. 
(3) 

Before counting missing label operators we must estab­
lish the number of functionally independent generators, or 
equivalently, group parameters in the case of degenerate 
IR's. This can be done by reversing an old argument due to 
Racah5

; he reasoned that in the matrix elements (ql U Is) the 
basis states Is) and Iq) carry the same information as the 
group transformation U, and therefore depend on r param­
eters. Since Is) and Iq) have the same values for the I Dynkin 
labels, but different values of the internal labels, say x in 
number, it follows that r = 1+ 2x. In our degenerate case 
the number of nonzero Dynkin labels is IG -IG' and the 
number of independent internal labels is 
!(rG -IG - rG, + IG,)· Thus the number of independent 
generators is 

IG -IG' + 2'!(rG -IG - rG, + IG,) = rG - rG,· (4) 

Similarly the number of independent H-generators is 
rH - rH ,· 

To determine the number of subgroup invariants, we 
envisage determining them by means of a device used by 
many authors,6 i.e., solving a set of partial differential equa­
tions. The equations are those corresponding to the first 
rH - rw rows (i.e., to the independent subgroup genera­
tors) of the degenerate commutator table. The method of 
derivation shows that the number of subgroup scalars is 
rG - rG, - R, where R is the rank of the first rH - rH, rows 
of the commutator table. Subtracting the number 
IG - IG' + IH -IN' -/' of independent group/subgroup 
Casimir invariants we find the number of available missing 
label operators to be 

m=rG-rG,-R-IG+IG,-IH+IN'+I'. (5) 

We want to show that m = 2n, i.e., that 
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1'=rH-rH'-R. (6) 

But (6) follows from the definition of I': group scalars which 
depend only on subgroup generators are found by solving the 
r G - r G' differential equations corresponding to the first 
r - rH' columns of the commutator table; because of anti-
H . h symmetry the rank of the first rH - rH' columns IS t e same 

as that ofthe first rH - rH , rows. 

III. EXAMPLES 

We consider two examples, SU (6) ::) SO (3) for the de­
generate representations (AIOOOO) and (A IA2OOO). These 
cases are considered in greater detail by Gilmore and 
Oraayer. Here we simply count missing labels and missing 
label operators to check the validity of the folk theorem. 

For (AIOOOO) IR's there are4 15 - 10 = 5 internal la­
bels needed; since SU (2) provides two there are three miss­
ing labels. For (A IA2OOO) IR's there are4 15 - 6 = 9 internal 
labels needed and hence seven missing labels. 

Acting on degenerate JR's of a group G, the number of 
occurrences of an IR (A) in the enveloping algebra is,3 mod­
ulo multiplying by Casimirs, equal to the multiplicity in (A) 
of the scalar IR of the subgroup G' X U (1 ) X ... xU ( 1), 
where G' is, as before, the subgroup corresponding to the 
vanishing Dynkin labels and the IG -IG' subgroups U(l) 
span the directions of weight space orthogonal to G '. 

For (A 10000) IR's the multiplicity of scalar 
SU(5) XU(1) IR's in SU(6) IR's is known from SU(6) 
::) SU ( 5) xU ( I ) branching rules to be given by the generat­
ing function 

(1- AIAs)-I. (7) 

This means that the mUltiplicity of SU ( 5 ) X U ( I) scalars in 
the IR (A) and therefore the multiplicity of the IR (A) in the 

degenerate enveloping algebra is the coefficient of m = I A:' 
in the expansion of (7), i.e., unity for (A ()()()A.), zero other­
wise. Similarly, for (A I .A.2'OOO) IR's the mUltiplicity ofsca­
larSU(4) XU( 1) XU( 1) IR'sin the SU(6) IR (A) is found 
from known branching rules 7 for SU (6) ::) SU (4) 
X SU (2) xU ( 1 ). The result, which also gives the number of 
(A) IR's in the corresponding degenerate enveloping alge­
bra, is described by the generating function 

[(1 - AIAS)2(1 - A2A4)]-1 

X [ (1 - Ai A4) -I + A2A; (1 - A2A; ) -I ] . (8) 

To count SO(3) scalars in the enveloping algebra for 
these two degenerate cases, it is convenient to count instead 
SU (3) IR's in the enveloping algebra, since each even-even 
SU ( 3) IR contains just one SO ( 3) scalar. To get a generat­
ing function for SU (3) IR's in the enveloping algebra, it is 
necessary to "substitute,,7 the SU(6) ::)SU(3) branching 
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rules senerating function into the generating function (7) or 
(8). Since we care only about the number of SOC 3) scalars, 
we do not need the relevant generating functions, but only 
the number of their denominator factors. 

For the (A1OOOO) case we needbrancbing rules for 
(A ()()()A.) JR's ofSU(6) to SU(3). That generating function 
has 1 + 9 - 3 == 7 denominator factors [one independent 
SU (6) label, nine internal SU (6) labels, three internal 
SU(3) labels]. Substituting this into Eq. (7) givesagenerat­
ing function with 1 + 7 - 1 = 7 [1 and 7 are the numbers of 
denominators in the two generating functions, 1 is the num­
ber ofSU (6) Oynkin labels to be eliminated]. Thus there are 
seven independent SO(3) scalars, and since there is one 
SO ( 3) Casimir, six missing ·Iabel operators as required by 
the folk theorem. 

Similarly, for the (A 1A2OOO) case we need branching 
rules for SU ( 6) ::) SU (3) for the SU ( 6) IR's in the generat­
ing function (8); those SU (6) IR's have three independent 
IR labels (A3 = 0, AI + 2.1.2 = 2.1.4 + A5). Hence the 
SU(6) ::)SU(3) generating function bas 3 + 14 - 3 = 14 
denominators [3 SU(6) labels, 14 internal SU(6) labels, 3 
internal SU ( 3) labels]. Substituting this into (8) gives a 
generating function with 4 + 14 - 3 = 15 denominators [4 
and 14 are the numbers of denominators in the two generat­
ing functions, 3 is the number ofSU (6) labels to be eliminat­
ed]. Thus there are 15 independent SOC 3) scalars and, since 
there is 1 SO(3) Casimir, 14 missing label operators, in 
agreement with the folk theorem. 

Many other examples are found in Ref. 3, which deals 
with rank 2 groups and SU (4), and in Ref. 8, which deals 
with SO(7) and Sp(6). 
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Indices and anomaly numbers for representations of basic classical Lie superalgebras are 
defined, and their explicit expressions are derived in terms of Kac-Dynkin labels. Useful 
properties of indices and anomalies are determined, and several examples are given. A similar 
analysis is made for superindices and superanomalies, and it is demonstrated how all these 
objects form a helpful tool in decomposing tensor products or in constructing branching rules 
for representations. 

I. INTRODUCTION 

The purpose of this paper is to extend the definition of 
the index of degree n, of a representation, well known in the 
case of semisimple Lie algebras, to representations of the 
simple superalgebras. It turns out that virtually all the valu­
able properties, which made the indices of representations so 
useful in computations, carryover to the new situation. 

The index of degree 2 of a representation A of a semisim­
pIe Lie algebra Lover C was originally defined and used by 
Dynkin I in classifying semisimple subalgebras of simple Lie 
algebras. It has proven to be useful in other applications. 2

-
5 

In 1976 Dynkin's definition was reformulated and naturally 
extended6 to include indices of degree > 2. Subsequently, 
their applications became widespread. Here we single out 
only those papers where the indices (of any degree) are used 
in a new way or in a new form. Let us also mention that 
extensive tables of the values of indices are available4.7•

8
. in 

addition, with the other information provided in Ref. 8, ~he 
indices of any degree can easily be evaluated for all represen­
tations listed in that book. 

In Ref. 9, indices were used to decompose plethysms. It 
turned out that general expressions for indices of plethysms 
could be found that are independent of the type of Lie alge­
bra or representation on which the plethysms are based. Ref­
erence 10 contains a definition of the "anomaly numbers," 
well known in physics in a completely different way, which 
are so closely related to the indices of representations that it 
is appropriate to include them as well in the general notation 
of the index of a representation. The index of degree 2 is 
naturally related to the eigenvalue of the Casimir operator of 
the same degree. It is not so for higher indices as defined in 
Refs. 6 and 10; these are polynomials in the Casimir opera­
tors. Since it is sometimes advantageous to use the indices in 
conjunction with Casimir operators, a new definition of 
them was given 11-13 and extended to some of the applica­
tions. Then the index of degree k is automatically 0 if the Lie 
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b) Present address: Department of Physics, McGill University, Montreal, 
H3A 2T8, Quebec, Canada. 

c) Senior research assistant N.F. W.O. (Belgium). Permanent address: Se­
minarie voor Wiskundige Natuurkunde, R.U.G., Krijgslaan 281-S9, 
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algebra does not have a Casimir operator of that degree. The 
anomaly cancellation conditions are naturally analyzed in 
terms of the indices of representations. 14 

Finally let us mention that recently the indices ofrepre­
sentations were defined and their properties were described 
for representations of the Kac-Moody algebras. 15 

In the present paper we study indices and anomaly 
numbers for representations of the basic classical Lie super­
algebras. The simple finite-dimensional Lie superalgebras 
were classified by Kac,16 and some general theory of their 
representations was published by the same author. 17 The 
main difference with Lie algebras is that in general Lie super­
algebras have so-called typical and atypical representations. 
Typical representations are irreducible highest weight repre­
sentations, and their character X!\ is well known 17 in terms 
of the highest weight A. If A is "in atypical position" the 
corresponding irreducible highest weight module is atypical, 
and Kac's typical character formula 17 does not work. How­
ever, in that case the application of Kac's formula yields the 
character of an indecomposable representation. In this paper 
we make use ofKac's character formula in order to obtain an 
explicit expression for the index and the anomaly number. 
Hence, these expressions are valid for typical representa­
tions and for indecomposable representations, but not for 
atypical representations. 

The structure of the paper is as follows: in Secs. II-IV 
we define indices and anomalies for representations of Lie 
superalgebras, investigate their properties, and determine 
their values. Section V contains some explicit examples. Su­
perindices and superanomalies are analyzed in Sec. VI. In 
Sec. VII we demonstrate how the indices and anomalies are 
useful in constructing branching rules or in decomposing the 
tensor products of two representations. Finally, indices of 
plethysms are considered in Sec. VIII. 

II. INDICES AND ANOMALIES FOR TYPICAL 
REPRESENTATIONS OF LIE SUPERALGEBRAS 

For n an integer, we define the index of order 2n of a 
representation with highest weight A of a Lie superalgebra L 
as follows: 

I),2n) = I(A,A)n, (2.1) 
A 

where the summation is over all weights A (including multi-
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plicities) of the representation and ( , ) is some/inner prod­
uct on the weight space H·. In order to have useful proper­

. ties for the indices of Lie superalgebras, we shall have to 
make a special choice for this inner product. It is obvious 
that the bilinear form (A, p, > (A, p,ell·) deduced from the 
invariant bilinear form on the Cartan subalgebraH of L does 
not satisfy our purposes. For instance, the existence of iso­
tropic vectors 17 A :/: O,with (A,A. ) = 0 destroys the geometri­
cal interpretation of indices and would make them useless 
for branching rules to Lie subalgebras. There is, however, a 
well-determined inner product ( , ) which satisfies all the 
properties needed and which is defined as follows. Let Lo be 
the even part of the Lie superalgebraL, thenl6 

Lo = Ga e Gb e Gc ' (2.2) 

where every G" is either a simple Lie algebra or the one­
dimensional Lie algebra u(1), or else G" = O. The explicit 
form of the simple components G" of Lo will be giveninSecs. 
III and IV. Note that Gc = 0 except for the Lie superalge­
bras spl(m,n) and D(2,I;a), where spl(m,n)o 
=sl(m) esl(n) eu(1) and D(2,I;a)0=A l eA 1 eA1• 

The decomposition (2.2) implies also that H and H· can be 
written 

H=Ha eHb eHe' H· =H:eH:eH~, (2.3) 

where H" is the Cartan subalgebra of G". Now, for every Lie 
algebra G" the inner product ( , )" in the weight space H: 
is well defined [with the normalization (a,a)" = 2for a the 
longest root of G" ]. Hence, we define, for A = A Q + A b 
+ A c and p, = p,a + p,b + p,c, 

(A,p,) = (A a,p,a)" + (A b,p,bh + (A C,p,C)c' (2.4) 

This inner product will be described explicitly for all basic 
classical Lie superalgebras. The index can then be written as 

1(2n) =/(2n) +/(2n) +/(2n) (2.5) 
A A.a A.b A.c • 

The properties of indices follow from the symmetry of 
weight diagrams of Lie superalgebras, which in their tum are 
derived from symmetries of weight diagrams of semisimple 
(or reductive) Liealgebras.6 LetAell· and A ~ (i = 1, ... ,1,,) 
be the components of A" in an orthonormal basis with re­
spect to ( , ),,; then the weight systems of representations of 
L satisfy 

~A ~ = 0 [for G" :/:u(1)] , 

~ A ~A j' = 0 (for i:/:j). 

(2.6) 

(2.7) 

This follows immediately from the fact that all weight sys­
tems of simple Lie algebras are rotationally symmetric to 
second order.6 For G" = u( 1), (2.6) d~ not vanish, and 
hence representations of the Lie superalgebras spl (m,n) and 
C(n) have a nonvanishing first-order anomaly number de­
fined by 

(2.8) 

where the summation is over all weights A of the representa­
tion with highest weight A, and A i is the component of A in 
the u( 1 )-direction. 
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The index has additivity. properties similar to those· of 
the dimension under reduction of a representation with 
highest weight A into representations with highest weights p, 
of some subalgebra L '. The only dift'erence is the appearance 
of some coefficients p" depending upon the projection of H· 
into H'· associated with the reduction L -+ L " 

IJ12n
) = L P..I<f.:)·(2.9) 

IS II = a,6,c 

The coefficients p" deperid upon L and L " but not on A. 
Similarly, ifthe direct product of two representations (AI) 
and (A2 ) with dimensions NI and N2, respectively, decom­
poses in representations with highest weight A, then 

)' 1 (2) = N T (2) + N 1 (2) + 2A A . 'l"..t 2-' A, I A, A, A, (2.10) 

III. THEtNDEX FOR TYPE I LIE SUPERALGEBRAS 

The type I Lie superalgebras are the series A (m,n) and 
C(n). They are characterized by the fact that their Lie alge­
braic part contains a one-dimensional center, namely 
A(m - 1, n -1)0 = spl(m,n)o = stem) esl(n) eu(1) (if 
m:/:n) and C(n)o =u(1)eCn _ l • Let Ao and ~I be the 
even and odd roots of L, and let a sUl'Crscript + denote the 
positive roots in each set. We denote the Weyl group of L by 
Wand the sign of WE W by e( w). Then the character of a 
typical representation of L with highest weight A is given 
by17 

XA =B(sA/I1), (3.1) 

with 

B = II (eP·tp/2 + e-/l·tp/2), 

PeA,+ 
(3.2) 

~ = II (e".tpl2 - e- a ·tpl2) = )' e(w)eW(Po)'tp, (3.3) 
aeAo+ ~ 

SA = ~ e(w)ew(A+p)·tp. (3.4) 

Here, P = Po - PI' where 

1 1 
Po=- L a, PI =- L /3. 

2 aeAo+ 2 PeAt 
(3.5) 

In (3.2)-(3.4), we have introduced new formal variables 
lp = (lp ~ , ... ,lp ia' lp t , ... ,lp t, lp ~ , ... ,lp r.) which keep track of 
the components A ~ of a weight A = A Q+ A b + A c in the 
orthonormal basis, and A' lp stands for 

The character can also be written in the following form: 

XA = ~~.tp. (3.6) 

Then, it is clear that the second-order index is 

1(2) = ~ 1(2) 1(2) = i- a
2

XA I . (3.7) 
A k A,'" A," L ';'",," 2 ' ,,=a,b,c i= I (.,." i) '1'=0 

similarly we have dim(A) =NA =xAltp=o' From (3.1) 
one deduces that 
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(3.8) 

( 3.9) 

where ( (3 U) 2 = ( {3 u, (3 U). The second term vanishes, and 
the third term is equal to 

.!!-.I a
2
t/\ I - '~I aZfl I 

fl i (acpn z 'P~O X/\ fl i (acpn z 'P~O 

-2 B I~(h) afl I. (3.10) 
fl i acp ~ fl acp ~ 'P~o 

Making use of (3.3) and (3.4), one verifies that the first two 
terms in this expression yield 

(3.11 ) 

The last term in (3.10) is more elaborate to calculate. When 
G U = u ( 1 ), this term clearly vanishes. For G U a simple Lie 
algebra [ :I u ( 1 ) l, one can make use of properties of indices 
of simple Lie algebras. 6 Then this term is equal to 

- [(nu -lu )/nu ]N/\ [(AU + pu)2 - (p~ )2]. (3.12) 

Here, nu = dime Gu ) and lu = rank Gu • Hence, the final 
form of the index of a highest weight representation (A) is 
given by 

I ~2) = N/\ . u ~2:.b,c { ! J,+ ({3 u)2 

+ ~ [( AU + pU) 2 _ (p~) 2] } 
nu 

(3.13 ) 

=N/\ {~ I {32 
4 {3Et.t 

+ U=2:.b,c ~: [(AU+PU)Z_(p~)2]}, (3.14 ) 

where{32 = ((3,{3). Note that the finalform (3.13) or (3.14) 
includes the possibility Gu = u(1), in which case nu 

= lu = 1. 
For the first-order anomaly, defined in (2.8), one can 

also derive a simple expression in terms of the highest weight 
A. Let Gc = u( 1), and let A c denote the component of a 
weight A in the u ( 1 ) -direction. Then, using the same nota­
tion as before, one finds 

(3.15 ) 

Making use of the explicit character formula given by (3.1), 
we find 

(3.16 ) 
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A. The index and anomaly for A(m-1,n-1)=spl(m,n) 
(m;6n) 

The positive roots ofspl(m,n) are given byl7 

flo+ = {Ci - Cj (1 <i<j<m), 0i - OJ (1 <i<j<n)}, 
(3.17 ) 

flt = {Ci -OJ (1<i<m, l<j<n)}. (3.18) 

The even part of spl(m,n) is sl(m) Ell sl(n) Ell u(1). The Car­
tan subalgebra of sl(m) is spanned by CI-CZ'''''Cm_l 
- C m' or similarly by the dependent elements ci 
(i = 1, ... ,m) with :27'= 1 ci = O. The inner product ( , )a is 
determined by 

The same holds for sl (n), 

(Oi,Oj)b = oij - lin. 

(3.19 ) 

(3.20) 

Finally, one can verify that the basis vector in the u ( 1 ) direc­
tion is given by 

(3.21 ) 

Let IlElf *, say 
m n 

11 = I lli Ci + I 11m + iOi' (3.22 ) 
i= I ;= 1 

The Ili 's are determined "up to a constant term" since 
m n 

I Ci - I 0i =0 (3.23 ) 
i= 1 j= 1 

in H *. The Kac-Dynkin labels for 11 are equal to 

ai = Ili - Ili + 1 (i = 1, ... ,m - I,m + 1, ... ,m + n), 

am = 11m + 11m + 1 • (3.24) 

Then we have 

(i,j = 1, ... ,m), 
(3.25 ) 

(i,j = 1, ... ,n), 

Obviously, all values in (3.25) are invariant under replace­
ment of 11 by 11 + z( :2ci - :20j ), ZEC 

Using these properties, one obtains 

L (J2=3mn-m-n. 
{3EAt 

(3.26) 

Let A be the highest weight of a typical representation with 
Kac-Dynkin labels (al, ... ,am + n _ I ). We define new labels l; 
by means of 
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II = (f aJ - "il am +J ) + m -n + 1_ i (i= 1, ... ,m), 
.j=; j=1 2 

(
" - I ) m +n + 1 . 

Im+1 = L am+; + -I (i = 1, ... ,n - 1), 
J=; 2 

(Ab+pb)2=~ i (lm+;-lm+J )2, (3.28) 
n l<j=1 

(3.27) 

I =m-n+l 
m+1I 2 

(AC+ pC)2=(_n_ f I; +_m_ i Im+I)2. 
n-m ;=1 n-m ;=1 

Then one finds Therefore, the index is given by 

1 [" 1 ] (n m m" )2} + ( 1). ~ (lm+1 -lm+j )2 - -12 n
2
(n + l)(n -1) + -- L I; + -- 2: Im+1 . 

n n+ '<J=I n-m ;=1 n-m ;=1 

The dimension NAhas been determined by Kac for all basic 
classical Lie superalgebras. 

Also for the anomaly number of a typical representation 
of spl (m,n ), one finds a simple expression, 

( 
n m m" ) 

AA = NA -- L I, + -- L Im+; . (3.30) 
n-ml=1 n-m;=1 

B. Index and anomaly for C(n)=osp(2,2n~) (n;;,,2) 

The roots of C(n) are given byl7 

Ao+ = {15; -151'15; + 151'215) (1<i<j<n - 1), 

111+ = {£ -15,,£ + 15). (3.31) 

Clearly, £ is the basis vector in the u ( 1 ) -direction. The inner 
product on H * is determined by 

(E,E)a = 1, (15;,15jh = ~l5ij' (3.32) 

Then, we find that 

(3.33) 

For a typical highest weight representation (A) with Kac­
Dynkin labels (a}, ... ,a,,), we introduce the following labels 
I;: 

I} = at> 

/1+1=( i ak)+n-i (i=I, ... ,n-l). (3.34) 
k=I+1 

Consequently, 

JA =NA{2.(n -1) + 1 
4 2(2n-1) 

X "il 
[n +; - (I~ +;)2] + (II + 1 - n)2}. (3.35) 

1=1 

Here, I? are the labels II with all aJ's replaced by O. 
The anomaly number is determined by means of formu-
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(3.29) 

la (3.16) 

AA =NA(al-n + 1). (3.36) 

IV. THE INDEX FOR TYPE II LIE SUPERALGEBRAS 

The even subspaces of type II Lie superalgebras are 
semisimple Lie algebras. The lack of a u( 1) part makes the 
situation slightly simpler. On the other hand, calculations 
are now complicated by the fact that A + p is not always an 
integral weight for the semisimple Lie algebra Lo. Let Lo 
= al u = a,b,c G u' then one finds that the index of a typical 

highest weight representation (A) is given by 

J<f>=NA{l. L P2+L~[(A"+P")2_(p~)2]}, 
4 fJe!>.t " nu 

(4.1 ) 

where lu = rank Gu, nu = dim Gu, and (A u)2 = (A", A ")u 

is the square length of the projection of A onto H ~. 

A. B(m,n)=osp(2m+1,2n) (m>O,n>O) 

The roots of B(m,n) are given by 

110+ = {15; -I5J ,I5; + 151'215; (l<i <j<n); 

E; - Ej,E; + Ej,E; (1..;i <i<m)}, (4.2) 

111+ = {15; - £}>15; + Ej ,I5). (4.3) 

Here, Lo = Bm al C", and hence the inner product on H * is 
given by 

(E;,Ej )=l5ij' (£/>l5j ) =0, (15;,I5J)=~l5ij' (4.4) 

for m > 1. When m = 1, the longest root of B} is E}, and we 
have to choose a different normalization. It is easy to see that 

L p2=3mn+~n. (4.5) 
Pet. t 

Let A be the highest weight of a typical irrep, characterized 
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by the Kac-Dynkin labels (ap ... ,am + n ). We define the la­
bels Ii by means of 

(

m I ) 1 . 1 
Ii = I an + k +-an + m +m-/+-

k i 2 2 

U l, ... ,m), 

lm+i = Cti ak) C~>n+k) 
1 + . + 1 (i 2an+m n-/ 1, ... ,n). (4.6) 

m 

(pg ) 2] = I [I; - (l?) 2] , 
;= 1 

(4.7) 

where I? is again l; with all labels aj 0. With lalna 
= (2m + 1)-1 and Iblnb = (2n + 1)-1, we have every­

thing needed to calculate I ~2) for B(m,n) by means of (4.1). 
When m = 1, the choice of the linear product is differ­

ent, namely, 

(tl,tl) 2, (tl,Oj) =0, (Oi,Oj) !oij, 

and hence 

lIn 
2 

Using the same labels II as in (4.6), we find now 

[(Aa+ pG)2_ (pg)2] =2[n - Un2]. 

( 4.8) 

(4.9) 

(4.10) 

The other contributions in I ~2) are the same as for m > 1. 

B. B(O,n)=osp(1,2n) (n>O) 

The even roots of B(O,n) are those of en, and the odd 
roots are given by 

AI+ = {DJ (i = 1, ... ,n). ( 4.11) 

Since Lo = en, the inner product is 

(DI,Oj) !oij' (4.12 ) 

Then, one finds 

( 4.17) 

The inner product on the Cartan subalgebra of 
Lo = Dm al en is determined by 

(ti,tj) = oij' (ti,tj) = 0, (Di,Oj) = !Dij' 

It follows that 

(4.18) 

(4.19) 

For a typical irrep with highest weight A and corresponding 
Kac-Dynkin labels (aj, ... ,am + n), we introduce the new la­
bels Ii' 

Ii 

U = 1, ... ,m - 1), 

1m !( -an+ m_ 1 +an+ m ), (4.20) 

Im+I = (±ak ) - (I2 an+ k ) 
k=1 k I 

1 - 2 (an + m I + an + m) + n - i + 1 

U= 1, ... ,n). 

Then, one has 
m 

[ (A a + pa) 2 _ (pg) 2] = I [I; _ (l?) 2 ] , 

i= I 

[(Ab+pb)2_ (pg)2] 

= 1 ± [(lm+i _m)2_ (I;:'+i)2]. 
2 i=1 

(4.21 ) 

With [alna = (2m - 1) -I and Iblnb = (2n + 1) -I, these 
values determine I ~2) completely. 

0.0(2,1;(1) 

The even positive roots of D (2,I;a) are given by 
2ti (i = 1,2,3), and the odd positive roots byl8 

At = {tl - t2 - t3,tl t2 + t3,tl 

+ t2 t3,tl + t2 + t3}' (4.22) 

The inner product on H * is determined by 

(t;.tj) = ~oij' (4.23 ) 
I (32=-.ln. 

[lEl!.t 2 
(4.13) Hence 

Introducing the labels l; (i = 1, ... ,n) in terms of the Kac­
Dynkin labels (al, ... ,an ) of an irrep with highest weight A by 

Ii 
n - I 1 
I a k + -an + n - i + 1 (i = 1, ... ,n), 
k~I 2 

(4.14) 

one can verify that 

1(2) =N {-.In + 1 ~ [(Z_-.l)2 _ (lO)2]}. 
A A 8 2(2n + 1) 1""'1 '2 ' 

(4.15 ) 

c. O(m,n)= osp(2m,2n) (m> 1) 

The roots of D (m,n) can be given in the following form: 

Ao+ = {OJ - OJ,Oi + oj,2oi (1 <,i<j<,n); 

( 4.16) 
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(4.24) 

We introduce the labels II for a highest weight irrep (A) in 
terms of the Kac-Dynkin labels ai by 

11 = [1!(I+a)](2a l -a2 -aa3), 12 =a2 , 13=a3. 
(4.25) 

Then, one finds 

I~2) = NA 'g(n + n + n - 211 + 2/z + 213 + 9). 
(4.26) 

E. G(3) 

The roots of G(3) are expressed17 in terms of 15 and tj 
(i = 1,2,3) satisfying tl + t2 + t3 = 0, 
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110+ = {E2,E3 - E2,E3' - EI,E2 - EI,E3 - EI;U}, (4.27) 

at = {6 + Ej ,6 - Ej ,6} (i = 1,2,3), (4.28) 

and the inner product on H· reads 

(6,6) =!, (6,E) =0, (EjoEj ) =6ij -!. (4.29) 

For a highest weight representation (A) with Kac-Dynkin 
labels (a j ), A = 116 + 12EI + 13E2' where 

II = !(a l - 202 - 3a3), 12 = - a2 - 203, 13 = - a3· 
(4.30) 

Then, (4.1) gives rise to 

I~) = NA {l} + i(1f - S/I) 

+fI(I~ -li3+n -312+3/3-4)}. '(4.31) 

F.F(4) 

The positive roots of F( 4) arel7 

ao+={Ej-Ek,Ej+Ek,Ej'U} (1<j<k<3), (4.32) 

at = {6 +!( ± EI ± E2 ± E3)} (independent ± signs). 
(4.33) 

The inner product is determined by 

(6,6) =!, (6,Ej ) = 0, (Ej,Ej ) = 6ij. (4.34) 

Expressing the labels Ij in terms of the Kac-Dynkin labels 
(aj ) for an irrep with highest weight 

3 

A=/16+ r II+jEj, 
j=1 

one finds 

II = H2a1 - 3a2 - 4a3 - 204 ), 

12 = a4 + a3 + !tI2' 13 = a3 + !tI2' 14 = !tI2' (4.3S) 

Then, the index reads 

I~) = NA {i(li - 6/1 ) + ~(/~ + S/2 

+ n + 3/3 + I~ + 14) + lJ}. (4.36) 

V.EXAMPLES 

A. A(1,O)=spl(2,1) 
Let (a lOa2) be the Kac-Dynkin labels of a typical rep-

a l a2 
resentation of spl(2,1): o--® . Then A = (a l 

+ a2)Et + a2E2' and the u( 1 )-label of A is given by k 
= - a l - 202 , The corresponding sl(2) labelisj = a1• Ap­

plying (3.29) one finds, with NA = 4(a 1 + 1), that 

I~) = 4(al + 1){i + i(ai + 20 1 ) + (a l + 202 + 1)2}, 
(S.1) 

or, expressed in the more conventional labels 19 (k;j), 

I~) = 4(j + 1) U(/ + 2j) + k 2 - 2k+ a). (S.2) 

B. C(2)=osP(2,2) 

For a representation with Kac-Dynkin labels 

al a2 

®<===O. 

the highest weight A is equal to alE + a26 1, or, more conve­
niently19 kE + .i61' where {k;j) = (a l ;02)' Since NA 
= 4(j + 1), (3.3S) gives immediat6ly 
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I~2) = 4(j + 1) H(/ + 2j) + k 2 - 2k + a]. (S.3) 

This is exactly the same expression as (S.2). Clearly, this 
follows froni the fact that osp (2,2) = spl (2,1 ). In this case, 
also the expression (3.36) for the anomaly becomes very 
simple, 

AA = 4(j + l)(k - 1). (S.4) 

C. 8(0,1)=osP(1,2) 

Let s = 20 be twice the Kac-Dynkin label. Then sis 
always an integer, and sinceNA = 1$ + 1, (4.1S) implies 

I~2) = is(s + 1)(1$ + 1). (S.S) 

Obviously, since the weights of the irrep are given by k6 
(k = - s, - s + 1, ... , + s) and (6,6) =!, the above expres­
sion can also be easily obtained from the definition of the 
index. 

D.8(1,1)=osp(3,2) 

Let A be a typical irrep with Kac-Dynkin labels 
a l a2 
® ) 0 . 

Then A = !02EI + (a l - !a2)6). In terms ofthelabels (q;p) 
introduced previously (see Ref. 19) we have A = !pE) 
+q61• Since NA =4(2q-1)(P+ 1), one finds from 
(4.7), (4.9), and (4.10), 

I~) =i(2q - l)(p + 1) [p2 + 2p +q2 - q + .If]. 
(S.6) 

E. 0(2, 1)=osp(4,2)=0(2, 1;1) 

For a representation with Kac-Dynkin labels 
(a l ,a2,a3 ), the highest weight is given byl9 A = pEl + qE2 
+ rE3 with p = (201 - a2 - a3 )/2, q = a2, r = a3• The di­
mension of this representation is 16( p - l)(q + l)(r + 1), 
hence (4.19)-(4.21) leads to 

I~) =~(p-l)(q+ l)(r+ 1) 

X [P2 - 2p + q2 + 2q + r + 2r + 9]. (S.7) 

VI. THE SUPERINDEX AND SUPERANOMALY 

For n an integer, we define thesuperindex of order (2n) 
of a representation with highest weight A of a Lie superalge­
braL by 

(6.1 ) 

where ( , ) is the inner product onH • introduced previous­
ly, and U(A) is the degree of the weight A: U(A )~. Note 
that the zero-order superindex is equal to the superdimen­
sion N ~. The superanomaly A ~ is defined in a similar way. 
Let A C denote the component of a weight A in the u( 1)­
direction. Then 

(6.2) 

The superindex has properties similar to those of the index. 
If a representation with highest weight A decomposes into 
representations with highest weights JL of some subalgebra, 
then 
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'\" S (2n) = '\" P S (2n) 
£., 11- ~ u A,u' (6.3) 
Jl u a,b,c 

where the Pu are the same as in (2.9). And if the direct 
product of two representations (A 1) and (A2 ) with superdi­
mensions Nf and Nf, respectively, decomposes into repre­
sentations with highest weights A, then 

'\"S(2J=N S S(2)+N S S(2)+2A S AS. (6.4) 
~ A 2 A, 1 A, A, A, 
A 

Remember that for a typical representation (A) of any basic 
classical Lie superalgebra L different from B (O,n) one has 
N~ =0. 

The superindex can be expressed in terms of the super­
character X~ of a representation. K ac17 has given a general 
formula for the supercharacter of a typical representation, 

X~ =Bs(s~/A) (6.5) 

with 

B S = IT (ef,",p/2 - e (3''1'/2), 

{lEll,+ 

s~ = I E'(w)ew(A+p)'rp, 
WEW 

(6.6) 

(6.7) 

and II is the same as in (3.3). In order to define £' ( w ), let 

Xo+ = {aEllo+I (aI2)Eillt}. (6.8) 

Then £' (w) is + 1 (resp. - 1), if the number of reflections 
with respect to the roots ofXo+ in the expression ofw is even 
(resp. odd). The supercharacter can also be written in the 
following form: 

x~ = I eA'rp - I eA' '1'. (6.9) 
A even A odd 

Hence, S ~2) = l:uS ~:;l with 

'. J2X5 I S (2) _ '\" A 

A,u -.~ (a u)2 
,-I cp, 'I' 0 

(6.10) 

From the supercharacter formula one can, at least in 
some cases, derive a general expression for the superindex. 
First, let L =I B (m,n) or G (3). Then 17 Xo+ = llo+ , and hence 
c'(w) = E(W), or s~ = SA' Now, one can do a calculation 
similar to that in Sec. III. All terms that become proportion­
al to the superdimension vanish, since N ~ = 0 for typical 
representations. Then, it is easy to check that for L =lB( m,n) 
or G(3), 

(6.11 ) 

The last condition follows from the explicit form of 
l:i (J 2B IJcp;) and the fact that B contains exactly #llt 
factors. 

Due to the appearance of E' (w), we have not been able to 
derive a general expression for S ~2) in the case of 
L B(m,n) or G(3). 

Also the superanomaly can be evaluated. Now 
L A (m,n) or C(n), since the superanomaly vanishes oth­
erwise, and therefore rl = B 5S AI ll. LetA C denote the com­
ponent of a weight A in the u ( 1 ) -direction; then 

5 a S I A A = -- (x A ) • 
Jcp C 'I' ~o 

(6.12 ) 
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Explicit calculations show that A ~ is proportional to N ~ , 
hence 

A~ =0 (6.13) 

for all typical representations of all Lie superalgebras. 
Finally, we shall determine some explicit expressions for 

superindices of certain Lie superalgebras. For the examples 
considered here, the structure of the representations is well 
known, 19 and we could calculate the superindex making use 
of the decomposition into irreps of the even part Lo. The 
notation is the same as introduced previously (see Sec. V). 
The appearance of a ± sign should be interpreted as fol­
lows: the upper sign corresponds to the value of the superin­
dex with the highest weight an even weight, the lower sign 
with the highest weight an odd weight. 

1. spl(2.1)=osp(2.2) 

spl (2,1) is a superalgebra with # II t 2, so S ~2) need 
not be O. Indeed we find 

S~2) = ± (j + 1). (6.14) 

2. osp(1,2)=B(O, 1) 

S ~2) = ± ~s(s + 1). 

3. osp(3,2)=B(1, 1) 

S~2) = + 3(p + 1). 

4.osp(4,2)=O(2.1) 

S~2) = O. 

VII. SOME APPLICATIONS 

(6.15 ) 

( 6.16) 

(6.17) 

Let us first illustrate how the indices can be used to 
verify branching rules. Let L = D( 2,1) and consider its 
principafo B(O,l) subalgebra. One way to determine how a 
representation (p;q;r) of D(2,1) decomposes into irreps (s) 
of B (0, 1 ) is to construct the weight diagram of ( p;q;r) expli­
citly and then deduce the subalgebra contents by projecting 
on the subalgebra weight space. Using this method, we have 
found, for instance, 

(3; 1;0) --> (5) + 2( 4) + 2(3) + 3(2) + 2( 1), (7.1) 

where the number in front of (s) denotes the multiplicity of 
the irrep (s). This decomposition can be verified in three 
ways, namely by using the dimensions, indices (2.9), and 
superindices (6.3): 

dimensions: 64 = 11 + 2X9 + 2x7 + 3X5 + 2X3, 
(7.2) 

indices: 160 = 55 + 2X30 + 2X 14 + 3X5 + 2X 1, 
(7.3) 

superindices: 0= - 15 + 2X 10 - 2X6 + 3X3 - 2X 1. 
(7.4) 

Since B(O,I) is the principal subalgebra of D(2,1), one has 
to takepa = Ph = Pc = 1 in (2.9) and (6.3). Then they give 
rise to (7.3) and (7.4). Note that in many cases the relations 
arising from dimensions, indices, and superindices enable us 
to find the decomposition of representations. As an example, 
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consider (p;q;r) = (2; 1;0). Since B (0,1) is a principal sub~ 
algebra, the highest s-value is p + q + r + 1, which is 4, and 
it occurs with multiplicity 1. Hence, the decomposition must 
be of the form 

(2;1;0) -- (4) + a(3) + b(2) + c(1) + d(O). (7.5) 

Then, dimensions, indices, and superindices give rise to the 
following three relations, respectively: 

7a + 5b + 3c + d = 23, 

14a + 5b +c 
6a-3b+c 

=34, 
= 10. 

(7.6) 
(7.7) 

(7.8) 

Moreover, we have the condition that a, b, c, and d must be 
non-negative integers. Hence, it follows from (7.7) that a 
can only be 0, 1, or 2. For a = 0, we find (b,c,d) 
= (3,19, - 49); for a = 1, (b,c,d) = (2,10, - 24), and for 

a = 2 one obtains (h,c,d) = (1,1,1), which is the only ac-
ceptable solution. Consequently, the decomposition reads 

(2;1;0)-+(4) + 2(3) + (2) + (1) + (0). (7.9) 

As a second example, we shall illustrate how the indices 
and superindices can be used in order to verify-or some­
times determine-the decomposition of the tensor product 
oftwo representations. Consider the case of L = C(2) with 
At: (k;j) = (1;2) and A2 : (k;j) = (1;3). Then NA = 12, 
1<f/ = 25, NA2 = 16, If,> = 52, andAA, =AA2 = o. Hence 

NA,I<f/ + NA,If,> + 2AA,AA
2 

= 1024. (7.10) 

Now, from weight space techniques one can calculate the 
following decomposition of the tensor product: 

(1;2) ® (1;3)-+(2;5) + (2;3) + (2;1) + (1;6) +2(1;4) 

+ 2(1;2) + (1;0) + (0;5) + (0;3) + (0;1). (7.11) 

Then, using (5.3), it is easy to see that the indices in the rhs 
of (7.11) are given by 

182 + 68 + 18 + 245 + 2X95 

+ 2X25+ 3 + 182 + 68 + 18 = 1024. 

It turns out that the indices provide us with a very useful and 
nontrivial check for the decomposition of the tensor product 
of two representations. 

VIII. (SUPEA)INDICES AND (SUPER)ANOMALIES FOR 
PLETHYSMS 

In this final section we present. some formulas for (su­
per)indices and (super)anomalies of plethysms for Lie su­
peralgebras. A plethysm for a Lie algebra is the component 
of the direct product of n copies of some representation p 
whose permutation symmetry is described by a Young tab­
leau.9 For Lie superalgebras, a representation p contains 
both even and odd weights. A supersymmetry class of n 
copies of p is then defined by taking the corresponding class 
for the even weights and the conjugate class for the odd 
weights. For example, consider first the symmetry class de· 
termined by the Young tableau 0::0. If we divide the origi­
nal set of weights into two disjoint sets of weights, this sym­
metry class can be written as 

CID = crIJ ~ 1 + CD ~ 0 + 0 ® CD + 1 ® crIJ. 
(8.1 ) 

Hence, if we split even and odd weights, we obtain for the 
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supersymmetry class 

0:0 = mmm® 1 + mml®1Il + mJ®1H + 1 ®m, 
(8.2) 

where the boxes in the rhs of (8.2) have been labeled by 0 or 
1 when they refer to even or odd weights, respectively. 

We denote the representation p on which a plethysm is 
based by a single box D. This representationp may be reduc­
ible, irreducible, indecomposable, typical, or atypical. Its di­
mension is N, its superdimension Ns . Furthermore, its sec­
ond-order index is 10 , its second-order superindex is So, its 
first-order anomaly is AD, and its first-order superanomaly 
isA ~. 

The index for a supersynimetry class can now be deter­
mined by calculating the indices for the corresponding sym­
metry classes in the even and odd weights. Making use of 
decompositions like (8.2) and of formulas for indices of 
plethysms for ordinary symmetry classes,9 we obtained the 
following expressions for (second-order) indices of pleth­
ysms for Lie superalgebras up to four boxes, 

leo = Nlo +2S0 +A~, (8.3) 

(8.4) 18 
1[[IJ = !(N2 + Ns + 6)10 

+2NSo +NA~ +2AoA~, 

= (N 2 - 3)10 + 2NA~, 
= !(N2 - Ns + 6)10 

-2NSo +NA~ -2AoA~, 

(8.5) 

(8.6) 

(8.7) 

t:o:o = A(N 3 + 3NNs + 20N)10 + (N 2 + Ns 

+4)So +!(N2+Ns +4)A~ 

+ (A ~)2 + 4NAoA~, (8.8) 

Ig:o = !(N 3 + NNs )10 + (N 2 - Ns - 8)So 

+ !(3N 2 + Ns>A ~ - (A ~)2 + 2NAoA~, 
(8.9) 

I 

~ 

I~ 

= l(N 3 
- lON)lo + 2NsSo 

+ (N 2 _ 2)A ~ + 2(A ~ )2, (8.10) 

= !(N 3 
- NNs )10 - (N 2 + Ns - 8)So 

+!(3N2_Ns>A~ - (A~)2_2NAoA~, 
(8.11 ) 

= A(N 3 
- 3NNs + 20N)10 - (N 2 - Ns 

+4)So +!(N2-Ns +4)A~ 

+ (A ~ )2 - 4NAoA ~. (8.12) 

Note that (8.3 )-( 8.12) can be checked by 

O®[j=CIl+8, (8.13 ) 

o ~ 0 ® [j = CIJJ + 2EP + § , 
O®O®O®O 

= CIIIJ + 3EfD + 2EE + 3EF + 8 ' 
and B 
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10 .. 0 ...... 0 = kN k- 110 + k(k - 1)Nk-2A~. (8.16 ) 
~ 

k times 

For Young tableaux up to four boxes, the superindices 
are 

SOJ = (Ns + 2)So + (A ~ )2, ( 8.17) 

Sa 
= (Ns - 2)So + (A ~ )2, (8.18 ) 

SOIl = 1(Ns + 2)(Ns + 3)So + (Ns + 2)(A ~ )2, 
(8.19 ) 

Stp = (N~ -3)So +2Ns(A~)2, (8.20) 

S§ 
= 1(Ns - 2)(Ns - 3)So + (Ns - 2)(A ~ )2, 

(8.21) 

Srrm = f, (Ns + 2) (Ns + 3) (Ns + 4 )So 

+ i(Ns + 2)(Ns + 3)(A ~ )2, (8.22 ) 

1fD = i(Ns + 2)(N~ + Ns - 4)So 

+ !(Ns + 2)( 3Ns - l)(A ~ )2, (8.23 ) 

SEE 
=jNs(N~ -4)So +N~(A~)2, (8.24 ) 

Sw 
= !(Ns - 2)(N~ - Ns - 4)So 

+ i(Ns - 2)( 3Ns + l)(A ~ )2, (8.25 ) 

1 = f,(Ns - 2)(Ns - 3)(Ns - 4)So 

+ i(Ns - 2)(Ns - 3)(A ~ )2. (8.26) 

These expressions contain in the rhs only the superdi-
mension, the superindex, and the superanomaly. Again they 
can be checked by means of (8.13)-(8.15) and 

So"o"."o =kN~-ISO +k(k-1)N~-2(A~)2. 
(8.27) 

Using a similar method, we obtained expressions for the 
anomaly and superanomaly for a plethysm: 
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=NAo +A~, 

=NAo -A~, 

=1(N 2+Ns +2)Ao +NA~, 

= (N 2 
- 2)Ao ' 

= f,(N 3 + 3NNs + 8N)Ao 

+i(N2+Ns+2)A~, 

(8.28 ) 

(8.29) 

(8.30) 

(8.31) 

(8.32) 

(8.33) 

= 1(N 3 + NNs)Ao + FN 2 - Ns - 2)A~, 
(8.34) 

(8.35 ) 

=!(N 3 -NNs )Ao -!(N2+Ns -2)A~, 
(8.36) 

= f,(N 3 
- 3NNs + 8N)Ao 

-!(N2-Ns +2)A~; 

= (Ns + 1)A~, 
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( 8.37) 

(8.38 ) 

AS 

8 
=(Ns-1)A~, (8.39) 

AS 
[I]J = i(Ns + l)(Ns + 2)A~, (8.40) 

AS 

tP 
= (N~ -1)A~, (8.41) 

A§ 
=1(Ns -l)(Ns -2)A~, ( 8.42) 

AS = f,(Ns + l)(Ns + 2)(Ns + 3)A~, (8.43 ) 
DID 

AS 

EfD 
=i(Ns -l)(Ns + l)(Ns +2)A~, ( 8.44) 

AS 

EE 
=j(Ns -l)Ns (Ns + l)A~, (8.45 ) 

1r =i(Ns + l)(Ns -l)(Ns -2)A~, (8.46) 

A~ 
= f,(Ns - l)(Ns - 2)(Ns - 3)A~. (8.47 ) 

These expressions can be checked making use of (8.13)-
(8.15) and 

Ao"o" ... "o = kNk-IAo , 
~ 

k 

A ~"o""o = kN~-IA~. (8.48 ) 
~ 

k 

IX. CONCLUSIONS 

The purpose of this paper was to define the indices of 
representations of simple Lie superalgebras and to study 
their properties. These indices are close analogs of similar 
objects in the representation theory of simple Lie algebras. It 
turns out that the definition can proceed in two directions: 
(i) indices and (ii) superindices. The former are none other 
than ordinary (Lie algebra) indices typically for semisimple 
but not simple algebras (or even reductive Lie algebras) and 
their specific, in general reducible, representations. The rela­
tion of the superindex to the index is analogous to that of the 
supertrace to the trace. Very often it turns out to be zero for 
irreducible representations. Nevertheless it is a useful quan­
tity as exemplified above, for instance, in computing branch­
ing rules; the indices in the reduction must add up to zero. 

Our definitions (2.1) and (6.1) follow the original 
definition6 of higher indices which, except for the degree 2 
index, makes no use of Casimir operators. The index can be 
defined for every degree (not all properties may exist!) and 
as such could be related to polynomials in Casimir operators. 
It may sometimes be advantageous to define the (Lie alge­
bra) indices differently, their existence tied to the existence 
of Casimir operators. 11,12 We have not pursued this direction 
here although in our opinion it is a worthwhile and challeng­
ing problem. 

Applications of the indices are directly proportional to 
the need to calculate with the representations of simple su­
peralgebras. We have exemplified some obviously useful 
possibilities like decomposition of tensor products and com-
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putation of branching rules. One can also point out physics 
applications of the (simple Lie algebra) indices in a rather 
different context.21 It. appears plausible to expect that some 
version of physics theories in the not too distant future will 
also involve simple superalgebras. 

The concept of indices of representations (like that of 
the dimension of representation) is more general than has 
been explicitly explored so far. It binges on the existence of 
the weight lattice and thus on the triangular decomposi­
tion22 of the algebra but on little else. As an example let us 
recall the definition of the dimension and indices in the Kac­
Moody situation. IS While the traditional dimensions and in­
dices would be infinite and hence useless, one has perfectly 
useful definitions of dimensions and indices (with virtually 
all the useful properties preserved) as certain power series in 
one or more variables. 

Finally, let us end with a suggestion that a tabulation of 
the indices for the superalgebras should be a relatively easy 
task which could be both useful and popular. 
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The sine-Gordon and ¢-four kinks are known to be reflection less by virtue of the fact that 
their small oscillations are governed by the modified Posch 1-Teller potential UI (x) 

= 1 - [(l + 1 )/l]sech2(x/I), with 1= 1 and 2, respectively. An infinite class of parent 
potentials V; (¢) analogous to VI ~ 1 - cos ¢ for sine-Gordon kinks and V2 ~ (1 - ¢2) 2 for 
¢-four kinks, which bear reflectionless kinks, are constructed. This is done by requiring the 
lowest bound-state eigenfunction of UI (x) to be proportional to the spatial derivative of the 
kink waveform ¢<J.) (x), i.e., the translational mode of the kink. The resulting differential 
equation is solved for VI (¢) to find that it can be expressed in terms of the student's t 
distribution of probability theory. Various properties of the parent potentials and their 
reflection less kinks are discussed. 

I. INTRODUCTION 

The so-called "sine-Gordon" (SG) and "¢-four" non­
linear wave equations have found widespread use in recent 
investigations of solitary-wave (kink) phenomena in both 
condensed matter physics 1 and particle physics.2 These two 
members of the large family2,3 of nonlinear Klein-Gordon 
wave equations (possessing particlelike kink solutions) 
share the remarkable property that they do not reflect inci­
dent linearized solutions (e.g., phonons4

). Although this re­
flectionless property is not a fundamental requirement for 
the development of statistical mechanics phenomenolo­
gies4

-
6 or perturbation theories7

-
10 of kink dynamics, it does 

allow for a simpler treatment than for kinks without this 
property (e.g., the double-quadratic5

,10 and double-sine­
Gordon6 kinks). 

The reflectionless property of the SG and ¢-four kinks is 
found by considering the nature of small oscillations about 
the static kink waveforms. The spatial dependence of these 
small oscillations (phonons) is governed by an equation of 
Schrodinger form (see Sec. II below). Remarkably, the "po­
tential" appearing in this pseudo-Schrodinger equation is of 
the modified Poschl-Teller ll type (~ - sech2 x) for both 
the SG and ¢-four cases. For special values 11 of the magni­
tude of this sech2 x potential, incoming "particles" are not 
reflected but suffer only a phase shift. These special magni­
tudes for which the potential is reflection less can be charac­
terized by an integer (l = 1,2, ... ,00); it is a curious fact that 
the appropriate Poschl-Teller potentials for the SG and ¢­
four problems have I = 1 and 2, respectively. 

The SG and ¢-four equations arise from a nonlinear 
Klein-Gordon Lagrangian in which the self-coupling term 
(~¢2) is replaced by a nonlinear potential function V(¢) 
[~l - cos ¢ for SG and ~ (1 - ¢2)2 for ¢-four; see Sec. 
II] . We call this potentialfunction the "parent potential" for 
the kink to distinguish it from the potential function which 
appears in the pseudo-Schrodinger equation for the small 
oscillations about the kink. Noting that the parent potentials 
for SG and ¢-four lead to reflectionless Poschl-Teller poten­
tials with 1= 1 and 2, respectively, the question arises as to 
whether there might exist other parent potentials in the non-

linear Klein-Gordon family which would lead to kinks hav­
ing Poschl-Teller potentials with I = 3 or higher. If so, then 
the SG and ¢-four kinks would be joined by other reflection­
less kinks for which the statistical mechanics3 and dynam­
ics7 could be treated with ease, since the eigenstates of the 
Poschl-Teller potential are known exactly 11 (see Sec. III). 

The search for additional parent potentials of reflection­
less kinks is not merely an academic exercise. Since the SG 
and ¢-four potentials cannot be expected to describe all 
physical situations of interest (particularly in condensed 
matter), it would be very beneficial to have additional model 
kink-bearing potentials at hand for which the small oscilla­
tions are known exactly. In this paper, we show how to expli­
citly construct the parent potentials VI (¢) for the entire infi­
nite class of reflectionless kinks whose associated small 
oscillations are governed by the modified Poschl-Teller po­
tentials with 1= 1,2, ... ,00. We find that there are two sub­
classes of parent potentials depending on whether I is odd or 
even. For I odd, the parent potentials are periodic functions 
of ¢ and SG is the first number (l = 1) of this subclass. For I 
even, the parent potentials have unbounded double-well 
character and ¢-four is the first member (l = 2) of this sub­
class. 

The outline of the remainder of the paper is as follows. 
In Sec. II we review the essential features of nonlinear 
Klein-Gordon kinks and their associated small oscillations. 
Special attention is paid to the zero-frequency "translation 
mode" 2-10 which must be present in the spectrum of small 
oscillations as a consequence of translational in variance. We 
then specialize to the SG and ¢-four examples of parent po­
tentials of kinks whose small oscillations are governed by the 
modified Poschl-Teller (PT) potential with I = I and 2, re­
spectively. In Sec. III we collect some of the properties of the 
reflectionless (l = 1,2,3, ... ) PT eigenstates and give general 
phase-shift formulas for the continuum states (phonons). In 
Sec. IV we then construct the parent potentials VI (<p) for all 
t;;.1 by requiring the lowest bound-state eigenfunction of the 
PT potential to be proportional to the spatial derivative of 
the kink waveform ¢K (x), i.e., the translation mode of the 
kink. Although this identification has been noted earlier by 
Christ and Lee, 12 we actually carry out the explicit construc-
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tion of V, (t/J) by solving the resulting differential equation 
for V, (t/J ). We find that the parent potential can be expressed 
in terms of the student's t distribution of probability theory. 
Plots of VI (t/J) are presented for I values up to six. The ana­
lytic properties of VI (t/J) near its degenerate minima are dis­
cussed. Finally, in Sec. V we summarize our results and dis­
cuss various uses of these higher-order parent potentials. 

II. NONLINEAR KLEIN-GORDON KINKS AND THEIR 
SMALL OSCILLATIONS 

In this section we briefly review the derivation of single­
kink solutions to the equations of motion of the nonlinear 
Klein-Gordon variety (e.g., SG and t/J-four) and the equa­
tion of motion for small oscillations about the kinks. We then 
specialize to the SG and t/J-four cases as the two well-known 
examples of reflectionless kinks which have the modified 
Poschl-Teller (PT) potential for their small oscillations. 

The general nonlinear Klein-Gordon Lagrangian we 
consider has the dimensionless form 

(2.1) 

where x and t are dimensionless space and time variables, 
respectively. The nonlinear parent potential V(t/J) is as­
sumed to have at least two degenerate absolute minima, at 
sayt/Jl and~2' such that V(t/Jl) = V(t/J2) = O. In addition, we 
assume that V(t/J) is scaled in such a way that it has unit 
positive curvature at its degenerate minima. The nonlinear 
wave equation satisfied by t/J(x,t) is 

t/Jtt - t/J"" + V'(t/J) = 0, (2.2) 

where the prime on V( t/J) denotes a derivative with respect to 
t/J. Static single-kink solutions t/JK (x) of Eq. (2.2) may be 
obtained by direct integration with the boundary conditions 

dt/JK(X) I =0 (2.3a) 
dx x=±oo 

and 

t/JK(X= - (0) =t/Jl' t/JK(X= + (0) =t/J2 (2.3b) 

for kinks and Eq. (2.3b) with t/Jl~2 for antikinks (this is 
the standard convention ift/Jl <t/J2)' The kink ( + ) and anti­
kink ( - ) solutions are given by 

1 [K(Xl dt/J 
x = ± V2 4>K(O) .,jV(t/J) . (2.4) 

Moving kink solutions can be obtained by a Lorentz boost. 
We shall henceforth be concerned only with the static kink 
( + ) solution since it is not necessary to consider moving 
kinks in order to derive.the general parent potentials ofinter­
est (Sec. IV). 

The equation governing small oscillations about the 
static kink waveform is obtained by substituting 

t/J(x,t) = t/JK(X) + ",(x,t) (2.5) 

into Eq. (2.2) and linearizing in "': 

"'" -"'xx + V"(t/JK(X»)",=O. (2.6) 

Here V"(t/JK (x») denotes the second derivative of V(t/J) with 
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respect to t/J evaluated for t/J = t/JK (x). Writing'" as 

",(x,t) =/(x)e- iwt (2.7) 

leads to the following eigenvalue equation: 

-/= + V"(t/JK(X»)/=Qij. (2.8) 

Due to the localized nature of the kink waveform t/J K (x), the 
function V"(t/JK(X)) varies mainly in the region near the 
kink center (assumed to be at x = 0) and approaches unity 
(due to our assumption of unit curvature) far away from the 
kink center, 

V"(t/JK(X») -+ I. 
Ixl-oo 

(2.9) 

Moreover, the function V"(t/JK (x») has a minimum atx = 0 
such that 

(2.10) 

From these properties, we see that there exists a close analo­
gy between Eq. (2.8) and the Schrodinger equation for a 
particle moving in a one-dimensional "potential well," 
V "(t/JK (x»). The "bound state(s)" and "continuum" states 
for this potential are of/undamental importance for statisti­
cal mechanics phenomenologies,4 perturbation theories of 
kink dynamics,7 and quantization procedures for kink 
states.2,12-17 

Since the Lagrangian (2.1) possesses translation invar­
iance, the spectrum of small oscillations about a single kink 
must contain a zero-frequency (w = 0) translation mode 
(Goldstone mode) that restores the translation invariance 
broken by the introduction of a kink at x =0. This means 
that Eq. (2.8) must always possess a "bound" state solution 
with w2 = wt! = 0 (and perhaps other bound states with 
o < w2 < 1) and the corresponding bound state wave func­
tionAl (x) will be proportional to the spatial derivative of 
t/JK(X), 

dt/JK(X) 
/bdx) a:. , 

, dx 
(2.11 ) 

as can be shown easily by differentiating Eq. (2.2) with re­
spect to x and setting t/J = t/JK (x). 

In addition to the translation mode at w2 = 0, there may 
exist additional bound state solutions ofEq. (2.8) with non­
zero frequencies (between 0 and 1). The solutions corre­
spond to "internal" oscillation modes in which the kink 
waveform undergoes a harmonically varying shape change 
localized about the kink center. We denote the bound-state 
eigenfrequencies by Wb,! = 0, Wb,2,,,,,Wb,N

b
' where Nb is the 

total number of bound states. The lowest of these is Wb,1 = 0 
(the translation mode) since all other w~,n must be non­
negative in order for the kink to be stable against small oscil­
lations. 

In addition to the bound-state solutions of Eq. (2.8), 
there exist continuum states (extended modes) which we 
label by a wave vector k. These states have eigenvalues w~ 
given by 

w~ = 1 + k 2
, (2.12) 

which is precisely the dispersion relation for small oscilla­
tions (phonons) in the absence of kinks. Equation (2.12) 
follows from the fact that far away from the kink the poten-
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tial V"(¢K (x)) approaches unity [Eq. (2.9)]. Although the 
precise form of the continuum eigenfunction Ik (x) can be 
quite complicated in the region of the kink, it has the follow­
ing simple asymptotic form for the reflection less potentials 
V" (¢ K (x)) which we consider in this paper: 

Ik (x) Ak exp i[kx ± ! !J.(k)] , (2.l3 ) 
x- ± cc 

where !J.(k) is a phase-shift function which depends on the 
potential at hand. This phase-shift function is an extremely 
important quantity since it contains all the information con­
cerning kink-phonon interactions that is needed to renor­
malize the kink energy due to thermal4 or quantum 14 fluctu­
ations (or both 17) . 

Now we consider the SG and ¢-four cases in particular. 
The parent potentials are 

VI (¢) = 1 - cos ¢ (SG ), 

V2 (¢) = i (¢2 - 1)2 (¢-four), 

(2.14a) 

(2.14b) 

where the meaning of the subscripts 1 and 2 will become 
clear in a moment. The static single-kink solutions are 

¢K(x)=4tan- I ex (SG), (2.15a) 

¢K (x) = tanh(xI2) (¢-four). (2.15b) 

For future reference we give the dimensionless energies of 
the static kinks obtained from the general relation,4 

f + 00 r"2 
EK =2 -00 dx V(¢K(x))=V2 ),"1 d¢~V(¢). 

These are 

EK = 8 (SG), 

EK = 5 (¢-four). 

(2.16 ) 

(2.17a) 

(2.17b) 

From Eqs. (2.14) and (2.15) it is straightforward to 
derive the potential function V" (¢ K (x)) which appears in 
Eq. (2.8). We find 

V;'(¢K (x)) = 1 - 2 sech2 x (SG), 

V;(¢K (x)) = 1 - ~ sech2(xI2) (¢-four). 

(2.18a) 

(2.18b) 

These two potentials are special cases U = 1 and 2, respec­
tively) of the modified Poschl-Teller (PT) potential/I 

UI(x) = 1- [U+ 1)II]sech2(xll), (2.19 ) 

for which the exact eigenstates are known analytically. II The 
SG case has exactly one bound state (the translation mode), 

Ib,1 (x) = (1/V2)sech x, W~,I = 0, (2.20) 

and the continuum states 

Ik(X) = [21T(1 +k 2)]-1I2eikX(k+itanhx). (2.21) 

The ¢-four case has two bound states, 

Ib,1 (x) =! JI sech2 (xI2), W~,I = 0, 

A2 (x) =! yj sech(xI2)tanh(xI2) , W~,2 = ~, 
and the continuum states 

Idx) = [81T(1 +k2)(1 +4k2)]-1/2eikx 

(2.22a) 

(2.22b) 

X(3tanh2(xI2) -6iktanh(xI2) - [1 +4k 2]). 

(2.23) 
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These states satisfy the orthonormality conditions 

f
+ 00 

_ 00 dxltex)lk' (x) = 8(k - k '), 

L+ooOO dxlk (X)lb,n (x) = 0, 

and the completeness relation, 

(2.24a) 

(2.24b) 

(2,24c) 

Nb f + 00 

n"'i;/b,n (X)lb,n (x') + _ 00 dklt(x)lk (x') = 8(x - x'). 

(2.25) 

From Eqs. (2.21) and (2,23) we find the phase shift func­
tion defined in Eq. (2.l3): 

!J.I(k)=1T(kllkl)-2tan- l k (SG), (2,26a) 

!J.2(k) = 21T(k Ilk I) - 2 tan- I k 

- 2 tan- 1 2k (¢-four). (2.26b) 

III. EIGENsTATEs OF THE REFLECTION LESS 
MODIFIED POsCHL-TELLER POTENTIAL 

In this section we collect some of the useful properties of 
the eigenstates of the modified PT potential (2.19) for arbi­
trary positive values of the integer index I, In the next section 
we shall construct the parent potentials VI (¢) for which the 
small oscillations about the kink solutions satisfy Eq. (2.8) 
with the PT potential, 

(3,1) 

namely, 

Using the substitution 1] = tanh(xll), this equation be­
comes the associated Legendre equation18 

d 2jCI) diU) 
(1_1]2) ---21]-

d1]2 d1] 

+ [IU + 1) - 12(1- (
2

) ]IU) = 0, 
1 _1]2 

The normalized bound state solutions are 

(3.3 ) 

IU) (x) = {U- n + l)(n - l)!}I12pl_n+ I(tanh~) 
b,n /(2/-n+1)! I 1 

(n = 1,2, ... ,1) , (3.4) 

with eigenvalues 

w~,n = 1 - [1 - [( n - 1) I/] f . (3.5 ) 

The function P: -n + I(tanh(xl/)) is the associated Legendre 
polynomial. 18 The continuum states are 

li/) (x) =A il)p;'k(tanh(xll)), (3.6) 

where A i l
) is a normalization constant which we will not 

need for our purposes. Using the expression of P; (z) in 
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terms of the hypergeometric function, 19 we can write 

A (I) 

f (l) x _ k 

k ( ) - r(1 - ilk) 

xeikxF( -I, 1+ 1; 1 - ilk; 

! [1 - tanh (xii)]) . (3.7) 

This hypergeometric function F is simply a polynomial of 
degree I in the variable, 1 - tanh xii. From its asymptotic 
behavior20 we can calculate the phase shift function I:J.I (k) 

k I (Ik) I:J.I(k) = hr- - 2 L tan-I - . 
Ik I n=1 n 

(3.8) 

The only state which we shall need in order to construct 
these parent potentials is the ground state (traaslation 
mode), 

f~~l(x) = [(2/-1)!!/21l!]1/2sechl(xll). (3.9) 

IV. CONSTRUCTION'OF THE PARENT POTENTIALS 

We seek the parent potentials VI (¢) whose daughter 
kinks ¢ K (x) ar~Feftectionless by virtue of the POtentials they 
present to snia1loscillations~ 

Vi'(¢K(x»)=I- [(1+ 1)11]sech2(xll). (4.1) 

From Eq. (2.11) we know that the translation modef1~~ (x) 
[Eq. (3.9)] is proportional tod(/JK(x)/dx. Let the propor­
tionality, constant bedenoted by a I; itwill be chosen later in a 
convenient manner; Thus we have 

f
(l)()- d¢K(X) 
h,l x -at dx . (4.2) 

From Eq. (2.4), d¢Kldx can be expressed in terms of VI 
itself, 

(4.3) 

Combining Eqs. (3.9), (4.2), and (4.3), we have 

sechl(xll) =al [21/!/(2/-1)!!]1/2[2 VI(¢K(X»)] 1/2. 

(4.4) 

Substitution of Eq. (4.4) into Eq. (4.1) then yields 

Vj'(¢K(X») = 1 - [(I + 1)/1 J[VI(¢K(X»)/Vn III, (4.5) 

where 

(4.6) 

is the height of the barrier between adjacent minima (at ¢ I 
and ¢2) in the parent potential, as can be seen by setting 
x = 0 in Eq. (4.4). 

Equation (4.5) provides a differential equation for 
VI (¢) for all values of ¢ between ¢I and ¢2 [the range swept 
by the kink ¢K (x>]. Thus 

d
2
VI (¢) =1 _ 1+1 [VI(¢) ]111 ("" <""<""). (4.7) 
d¢2 I V~ '1'1 'I' '1'2 

We remark that the positive real branch of the I th root of 
VI (¢) I V~ must be chosen in Eq. (4.7), to be consistent with 
Eq. (4.4) for ¢1<¢<¢2' Although Eq. (4.7) was derived 
assuming ¢ is in the kink range, we may obtain VI (¢) for ¢ 
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outside this range by an appropriate analytic continuation. It 
is convenient to proceed separately for the cases I odd and 1 
even. 

(i) 1 odd: All of the parent potentials in this class are 
periodic functions of ¢ with period ¢2 - ¢l; they have the 
same topology as SG (1 = 1) which is the first member of the 
class. It is therefore corivenient for 1 odd to choose ¢I = 0 
and ¢2 = 21T so that all of these potentials have period 21T. 
This choice fixes the barrier height V?, which in turn deter­
mines the constant al via Eq. (4.6). Furthermore, we see 
from Eq. (4.7) that VI (¢) can be made symmetric in ¢, 

(4.8) 

Combining this symmetry with the periodicity property, we 
see that VI (¢) is also symmetric about 1T. Thus we need only 
integrate Eq. (4.7) in the range O<¢< 1T. The first integral is 
easily obtained, 

d~~¢) = [2VI (¢)]1/2{1- [VI:~) r/lr/2 
(4.9) 

Integrating once more, we have 

¢ = _1 (M».!!!... {I _ [~]lIt} -1/2 . 
v1 Jo [V V~ 

(4.10) 

This equation gives an implicit solution for VI (t/> ) for 
O<¢< 1T, and can be reexpressed in several equivalent forms. 
Defining 

51 = [VI (¢ )/Vn 1121, (4.11) 

we can write 
rin-ISI 

¢ = 1(2V~)1/2 Jo dBsin/- 1 B (4.12) 

= 1(2V~)1/2'rl dy /-1(1- y2)-1/2 (4.13 ) 

_ (V~)1I2 (1 1) (I 1) -I - B --12--
2 2' 2 SI 2' 2 ' 

(4.14) 

where Ix (a,b) is the normalized incomplete beta function21 

and B(a,b) is the beta function.22 Here' B(a,b) may be ex­
pressed22 in terms of gamma functions by 

B(a,b) = r(a)r(b)/r(a + b). ( 4.15) 

The function Ix (a,b) lies in the unit interval: Io(a,b) = 0, 
II (a,b) = 1. The barrier height V? is now determined by 
notingthat¢ = 1Tis the midpoint of the barrier and 51 = 1 at 
this point. Thus from Eq. (4.14) we have 

V~ = 2r112B2(1 /2,!) (/ odd). (4.16) 

Equation (4.14) then becomes 

¢ = 1TIs~(l 12,!). ( 4.17) 

Because of the particular values of the indices of the 
incomplete beta function appearing in Eq. (4.17), we can 
relate Is~(/ 12,p to the so-called "student's t distribu­
tion," 21 A (t II) which arises in the theory of probability dis­
tribution functions.21 Namely, 

( 4.18) 
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where 

t=$[ (~1 - 57)/5d. ( 4.19) 

Thus 

1 - cpltr =A(t II) (O<'Cp<;1T) (/ odd). (4.20) 

Ifwe denote the inverse of the student's t distribution func­
tion by A 1- I (x), then 

t=A I-
I (1-cpltr). (4.21) 

From Eq. (4.19), we have 

57=11(/+t 2
). ( 4.22) 

Hence, using Eqs. (4.11), (4.21), and (4.22), we finally ob­
tain a formal expression for the normalized parent potential 
VI (cp) = VI (cp )IV~, 

VI(cp) = {! 1(1 + [A 1-
1(1- cp/1T)]2W 

(/ odd; O<.Cp<'1T). (4.23 ) 

For cp outside this range, VI (cp) is continued from Eq. (4.23) 
using 

( 4.24) 

where n is any integer. 
Although Eqs. (4.23) and (4.24) represent the formal 

solution to the problem of finding the periodic (/ odd) par­
ent potentials, it is not convenient to use Eq. (4.23) directly 
if one wishes, for example, to obtain a plot of VI (cp) vs cp. 
Instead, it is much easier to obtain cp in terms of VI by making 
use of Eq. (4.20) and a finite series expansion21

•
23 of the 

student's t distribution, 

2 { . (/-1)/2 (2n - 2)!! } 
A (t II) = - e + Sill e L cos2n 

- Ie, 
1T n=1 (2n-l)!! 

(4.25 ) 

where 

e=tan- I (tl$). ( 4.26) 

Using Eq. (4.22) we can reexpress e as 

( 4.27) 

and from Eqs. (4.20), (4.11), (4.25), and (4.26) we then 
have 

1T - cp = cos-1 VJ!21 
2 

(/-1)/2 (2 2)" 
+{I_VVI}1I2 L n- ;;V;n-1I2)/I. 

n = I (2n - 1 ) .. 

( 4.28) 

Equation (4.28) provides a simple, explicit expression for cp 
as a function of VI which may be plotted in the range 
O<.cp<'1T, 0<. VI <.1. The curve thus obtained can then be in­
verted and extended to include several periods of VI (cp) us­
ing Eq. (4.24) if desired. In Fig. 1, we show the results of this 
procedure for I = 3 and 5, in addition to a plot of VI (cp) 
= ! (1 - cos cp), which is the sine-Gordon potential. Note 

the tendency for the barrier between adjacent minima to be­
come more plateaulike as I is increased. Indeed, this behavior 
becomes extreme in the limit as 1-- 00. This can be seen from 
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V, I</» 
--1~1 

----·---1~3 

2.0 -- -1~5 

FIG.!. The first three periodic parent potentials (/ odd). 

the limit of the student's t distribution, 

1 I' 2 lim A (t I/) =A (t) = -- e - x !2 dx 
1_ 00 ,[fiT - , 

= erf( vL: t), ( 4.29) 

where erf(vL: t) is the error function. 24 Thus using Eqs. 
(4.11 ), (4.19), and (4.20), we have in the limit 1-- 00 

¢J/1T= lim erfc[ ~{(1- VVI)IVVI}1/2] , 
1- 00 

( 4.30) 

where erfc z = 1 - erf z is the complimentary error func­
tion. 24 Since this function becomes very sharply peaked as a 
function of [ (1 - V VI)IV VI] 1/2 when I becomes large, we 
see that V VI (and hence VI ) must remain very close to unity 
as cp is decreased from 1T until cp nears zero at which point VI 
must drop sharply to zero. We note, however, that the bar­
rier height V~ tends to zero in the large 1 limit as 

V~ -- 1TIl (4.31 ) 
1_ co 

as can be shown from Eqs. (4.15) and (4.16) and the use of 
Sterling'S asymptotic formula22 for the gamma function. 

(ii) 1 even: All of the parent potentials in this class have 
the same topology as the cp-four potential (/ = 2), namely a 
double-well structure. It is therefore convenient for I even to 

0.2 

0.1 

o 

'. 

0.5 

--1~2 

·-------1~4 

--- -1~6 

FIG. 2. The first three double-well parent potentials (/ even). For .p;:::: 2.1, 
the curves cross so that for fixed.po;;: 2.1, V2 (.po) > V4 (.po) > V6 (.po)' 
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choose ¢J 1 = - 1 and ¢J2 = + 1 so that all of these potentials 
have their two degenerate well-minima located at ¢J = ± 1. 
With this choice the potential is symmetric about ¢J = 0, 
where the barrier has its maximum V? Thus to first obtain 
VI (¢J) in the kink range, - 1 <¢J < + 1, we need only inte­
grate Eq. (4.7) in the range 0<¢J<1. The slope of VI(¢J) is 
negative in this range, so that the first integral ofEq. (4.7) is 

d~~¢J) = _ [2VI (¢J» 1/2{ 1 _ [ vl:r) r/l} 112. (4.32) 

Integrating once more we have 

¢J--- -- 1--_ 1 i VM
) dV { (V)1I1}-1I2 

Ji v?.,fV V? 

= _/(2V?)1/2 lSI dy /-1(1_ y2)-1/2 

= 1(2V?)1I2[f dy /-1(1 _ y2)-1/2 

-[I dy l-l(1 _ y2) -1/2] 

[ V?]1I2 (/1)[ (11)] 
=1""2 B 2"'2" I-1st 2"'2" . 

(4.33) 

(4.34) 

(4.35) 

Noting that when ¢J = 1, S i must equal zero [Eq. (4.11)], 
we then obtain an expression for the barrier height when I is 
even, 

(4.36) 

Equation (4.35) then becomes 

(4.37) 

or, using the student's t distribution, 

¢J =A(t II)· (4.38) 

This may be formally inverted as for the odd I case to give the 
normalized parent potential 

VI(¢J) = {l/l/+ [AI-l(¢J>]2)F (l even; 0<¢J<1). 

(4.39) 

Equation ( 4.38) can be made more explicit by using the 
series expansion for A (t II) when I is even21

: 

{ 
1/2-1 (2n-l)" } 

A (t II) = sin {I 1 + L .. cos2n {I , 
n= I (2n)!! 

(4.40) 

where (I is given in terms of t by Eq. (4.26) and in terms of SI 
by Eq. (4.27). Thus Eq. (4.38) can be rewritten as 

¢J = {1 - VYl}1/2 1 + L n - .. Viii [ 
1/2-1 (2 1)" ] 

n= 1 (2n)!! 

(I even; 0<¢J<1), (4.41) 

where we have used Eq. (4.11). 
To obtain results for I¢JI > 1 we return to Eq. (4.32), 

where we note that if V; (¢J) -+ 00 as I¢JI-+ 00 for each I, the 
slope becomes imaginary when VI > 1. Choosing the nega­
tive real root of (VI) 111 avoids this problem and exactly re­
produces the ¢J-four solution (for 1=2). Since 
V( ¢J) = V( - ¢J) we restrict our attention to ¢J > 1 where the 
slope dVJd¢J > 0 and write 

(4.42) 

Hence 

_ 1 ivt«/» dV [ (V )1/1] -1/2 ¢J-l-- -- 1+ -
v'2 0.,fV V? 

(4.43) 

(4.44) 

(/-2)/2 __ 

{/-2) 
=/~2V?( _1)(/-2)/2 n~o (-1) ! 

X _1_ [(si+ 1)(2n+1)/2_l]. (4.45) 
2n + 1 

Therefore 

¢J = 1 + I ~2 V? ( - 1) (/ - 2)/2 

(/ - 2)/2 ((1- 2)/2) 
X L (_I)n 

n=O n 

X-- - +1 -1 1 { [( V; ) 111 ] (2n + 1)/2 } 

2n + 1 V? 

(I even; ¢J> 1). (4.46) 

Equations (4.41) and (4.46) can be used to obtain ¢J vs 
VI (¢J) plots for all ¢J >0, whereupon the plots can be inverted 
to give VI (¢J). For ¢J < 0, we use the symmetry of VI: 
VI ( - ¢J) = VI (¢J ). In Fig. 2 we show the results of this pro­
cedure for I = 4 and 6, as well as the ¢J-four parent potential 
for comparison. 

Apart from the ¢J-four case (I = 2), the only other case 
for which Eqs. (4.41 ) and (4.46) can be inverted analytical­
ly is I = 4. In this case, they become third degree polynomi­
als in S ~ = Vy4 whose roots can be found in closed form25

: 

{

[2 cos(i sin- 1 ¢J) -1]\ 0<1¢J1<1, 

V4 (¢J) = [cosH sin- 1 (¢J - 2» + vj sinH sin- 1(¢J - 2») + 1]\ 
[2 coshH cosh-I(¢J - 2») + 1 t, 1¢J1>3. 

1<1¢J1<3, (4.47) 
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TABLE I. Barrier heights and kink rest energies for the first six parent po­
tentials. 

v7 Ell) 
K 

2 8 
2 

3 256 
43' 

4 -..:L !8 
128 J5 

5 ill 65536 = 
6 25 100 m m 

From Eqs. (2.16) and (4.9), we can obtain a simple 
expression for the kink rest energies, E ;!), for odd I, 

E iP = u i4>2 d¢' [ VI (¢')] 1/2 

4>1 

= 2u IVY dV( ~;) -Iff 

= 21V? f dz Zl- 1(1 - z) -1/2 

or 

Ej/.) = 2IV?B(l,p. (4.48) 

This result also holds for 1 even. Using Eqs. (4.15), (4.16), 
and (4.36), we have calculated the parent potential barrier 
heights V? and kink rest energies for the first several values 
of 1 and for convenience listed these in Table I. 

The coefficients a, in Eq. (4.2) can be shown, using Eqs. 
( 4. 6) and (4.48), to be simply related to the kink rest ener­
gies via 

( 4.49) 

The actual static kink waveforms can be obtained from Eqs. 
(4.2), (4.6), and (3.9) in a straightforward manner, 

= (2V?) 1/2 sech'(x//). ( 4.50) 

Thus 

(4.51) 

where the lower limit on the integration is unnecessary since 
its contribution has been cancelled by ¢'I on the left-hand 

TABLE II. Static waveforms for the first six reftectionless kinks. 

1689 

2 
3 
4 

5 

6 

4tan lex 

tanh(xI2) 
4 tan-I e"/3 + 2 sech(xI3)tanh(xI3) 

~ tanh(x/4) [1 -:l tanh2 (x/4)] 

4 tan - I ex
/

5 + [i sech3 (xI5) + 2 sech (xI5) ] tanh (xI5) 

1f tanh (xI6) [1 - j tanh2 (xI6) + ~ tanh4 (xI6)] 
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2" 

3" 
"2 

" "2 

/, 
Ii 

I: 
/: --1=1 

// ·-------l=3 
// 

_.:-::;. .. , - - -.l = 5 

0.0 I..-.._6~.0~"'_~4;:;:.0::::L-,_ 2~.0=--'--0::1.-=-0 ..L-=2~.0:---L-4-}-.0~~ 
x 

FIG. 3. Static kink waveforms for I = 1 (SG), 3, and 5. 

side. The indefinite integral of sechl y can be found in the 
tables of Ref. 26. We present explicit forms for I up to 6 in 
Table II and in Figs. 3 and 4 we plot the waveforms for these 
six reflectionless kinks. 

The analytic properties of the parent potential VI (¢' ) 
can be exhibited by considering its successive derivatives 
near one of its degenerate minima. By construction, the first 
derivative vanishes at ¢'I or ¢'2' and the second derivative 
approaches unity at these values. The third derivative can be 
obtainedfromEqs. (4.7) and (4.9) (or4.32), 

d 3 V,C"') 1+ 1 
d¢'3'" = ±u-

I
-2- [Vn -1I'[VI (¢,)]1I1-1I2 

(4.52 ) 

As ¢' approaches a potential minimum from small I¢' I values, 
V, (¢') approaches zero, so that 

-+ ±u l +
2

1 [VjO)]-III[VI (¢,)]1I1-1I2 
4>-4>1,2 I 

(4.53 ) 

and we see that for I> 2, the third (and higher) derivatives 
are singular at the well minima. (This fact has been noted 
previously by Christ and Lee 12. ) Thus the parent potentials 
for I> 2 do not possess Taylor expansions about their mini­
ma. Although the parent potentials and their first two de-

1.0 

0.8 

0.6 

0.4 

0.2 cp 
0.0 

-0.2 

-0.4 -- L=2 
------ L =4 

-0.6 ---1 =6 

-0.8 

-1.0 
-6.0 -4.0 -2.0 0.0 X 2.0 4.0 6.0 

FIG. 4. Static kink waveforms for 1=2 (,p-four), 4, and 6. 
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rivatives are continuous, the singularities in their higher de­
rivatives can be expected to cause difficulties in calculations 
which incorporate these derivatives; for example: high-order 
perturbation theories of kink response to external forces,7-10 
"anharmonic phonon" contributions to statistical mechani­
cal quantities,3-6 and quantum renormalization2.12-17 of kink 
energies. Nevertheless, if one is interested only in the lowest­
order "Gaussian" fluctuations about the kink solutions, the 
parent potentials we have constructed in this section are 
well-behaved to this order. 

V. SUMMARY AND DISCUSSION 

In this paper we have obtained the formal solution [Eqs. 
( 4.23) and (4.29) J to the problem of finding parent poten­
tials for an infinite class of nonlinear Klein-Gordon kinks 
which are reflectionless by virtu~ of the fact that they present 
a modified Poschl-Teller poi~ntial of speciaimagnitude to 
the small oscillations (e.g., phonons). We found th8t these 
parent potentials VI (~) fall into two subclasses: for I odd 
they are periodic functions of the field t/J and the sine-Gor­
don potential is the first member (1 = 1) of this subclass; for 
1 even they have double-well structure, and the t/J-four poten­
tial is the first member (l = 2) of this subclass. 

Although the SG' and ~-four potentials are the only 
members of this class which can be expressed as Taylor series 
in t/J, the entire class of parent potentials enjoys (by construc­
tion) the very attractive feature that the spectra of small 
oscillations about the kink solutions are known exactly (Sec. 
III). This knowledge allows a rather complete construction 
of kink-gas phenomenologies for the low-temperature statis­
tical mechanics4 of the entire class, and the derivation of 
generalized susceptibilities8

•
10 of the kinks to external per­

turbations. These topics will be discussed in subsequent pa­
pers. 
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A general construction of partial differential equations satisfied by the components of r­
functions is given by considering the tensor products of modules. This procedure is applied to 
the A i2l -modules L(Ao) and L(A I ), leading to the Kaup equation and Sawada-Kotera 
equation, respectively. Although L (Ao) and L (A I) are of different level, one can consider 
L(Ao) ® L(A I ), leading to so-called modified equations. This last construction is new, and 
leads to a different choice of y, the variable that generates the equations. 

I. INTRODUCTION 

Some years ago, Date et al. I and Jimbo and Miwa2 

showed that solutions of many soliton equations can be con­
sidered as a group orbit of a highest weight vector v A of 
L (A). Here L (A) is the irreducible affine Lie algebra mod­
ule with highest weight A. 

In those papers these representations are found by re­
stricting representations of Clifford algebras to the Lie alge­
bra one is interested in. The purpose of this paper is to show 
that one can do without these Clifford algebras of "fer­
mions." The derivation of equations (in the spirit ofKac3

) is 
by considering tensor modules. In this way one is less re­
stricted in the algebra one wants to consider, and one has 
more freedom in the representation under consideration. 
Moreover, one gets a better insight into the r-functions in­
volved. 

This paper is an application and extension of Ref.4; here 
we only consider A ill and A i2l

. 

II. EQUATIONS CORRESPONDING TO A LIE ALGEBRA 
MODULE 

We explain how one can construct partial differential 
equations corresponding to an affine Lie algebra g(A) and 
certain realizations of integrable irreducible representations 
L(A) (cf. Ref. 4). We take 

( 

2 - 1 

A = -1 2 
- 1 - 1 

-1) -1 

2 

or 

and A = Aj throughout this paper. 
Let g(A) have Chevalley generators eo, ... ,en and 

fo, ... ,jn and a center Cc. Since L(A) is irreducible we have 
1T(C) = mId, where1Tdenotes the representation ofg(A) on 
L(A). 

The principal grading 0 is determined by 

o(e j )= -0(1;)=1 (i,j=O, ... ,n). 

Graded will always mean graded with respect to O. 
We suppose we are given a graded Heisenberg subalge-

bra s in g(A) with basis {Pj ,qj,c} (i,jElC N) such that 

[Pj,%) = oij'c and o(Pj) = - o(qj) = i. 

Moreover, we assume - (iJo(qj) = a j pj (ajEC), where (iJo 

denotes the antilinear Cartan involution. 
Let VA denote the highest weight vector of L(A). We 

define the grading 0 L on L (A) by 

0L(1T(g) 'w) = - o(g) + OL (w), 8L (VA) = 0 

[wEL(A), gEg(A)]. (2.1) 

The module L(A) can be considered as an s-module; it will 
split up in a direct sum of irreducible s-modules all isomor­
phic to each other: 

L(A)~ffi R®Cuj, R=C[xj, iEl), 
j>O 

a 
1T(pj)=m-

a 
®1, 1T(qj)=xj ®l, 

Xj 

1T(C) = mId. 

(2.2) 

Here 1 ® uj are the vacuum vectors of the irreducible compo­
nents, all with eigenvalue m. We suppose VA ~ 1 ® uo' The 
unique nondegenerate contravariant Hermitian form HI on 
L(A) with HI (VA ,VA) = 1 is very important for our pur­
poses. 

To construct r-functions we consider the group G gener­
atedbyexp(1T(tej »)andexp(1T({f;») (i = O, ... ,n, tEC). Ther­
function reg) is defined by 

reg) =g'VA (gEG). 

To find equations satisfied by reg) one considers 
L(A) ®L(A). This module is completely reducible. The 
module generated by V A ® V A is denoted by L high [and iso­
morphic to L (2A) ] and the submodule L ~igh by L low' Here 
orthogonality is taken with respect to H defined by 

H(vl®w l , V2 ®W2 ) =HI(VI,V2)'HI(WI,W2)' (2.3) 

Sincer(g)®r(g)EL high we have 

H (~Vj ® Wj' reg) ® r(g») = 0 (I Vj ® wjELlow ) • 

(2.4 ) 

We write these equations out in the realization (2.2), omit­
ting ® c and setting HI (uj,Uj ) = cij' For V = 1.Pj (x)u j and 
W = 1.Qj (x)u j we have 
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HI (v,w) = HI (~Pi (x)ui, ~ Qj (X)Uj ) 

= LEijPi(mDx)Q/x)lx=o, 
i,j 

where 

Dx = (a l ~ ,al ~,. .. ) . 
aXI aXl 

For v ® w we write 

and 

V ® w = L Pi (x(O»Qj (x(1»ui ® uj 
i,j 

1"(g) ® 1"(g) = L 1"k (X(O» 1"/ (X(l)Uk ® U/. 
k,/ 

Changing variables 

2x. = x~O) + x~1) and 2". = x~O) - x(1) 
J J J ".I'J J J 

leads to 

a 
1T"®1T"(Pi) =m-, 1T"®1T"(qj) =2xj , 

aX i 

1T"®1T"(c) = 2m Id. 

(2.5) 

(2.6) 

We define Hir =L Jow nq y]. For ~ij Pij(y)ui ® ujEHirwe 
have because of (2.6) 

Substitution in (2.4), using (2.5), leads to 

.> Pij(m2 Dy)1"dX+Y)1"/(X-Y)Eik'Ejlly=o =0, (2.7) 
I,t.t.,/ 

for ~i,j Pij (y)ui ® ujEHir. These are the so-called bilinear 
equations (equations in Hirota form, see Ref. 5) that we are 
after. 

III. DESCRIPTION OF A~1) AND A~2) 

We describe a realization of the derived algebras of these 
two Kac-Moody algebras. Therefore we first consider 
At~s1(3,C). As a base for it we take 

EI=EI,l' El =El,3' Eo=E3,1' HI=EI,I -El,l' 

FI =E2,1' Fl =E3,2' Fo =EI,3' Hl =E2,2 -E3,3' 

As usual the commutator is given by [Eij,Ek/] = 8jkEiI 
- 8/iEkJ • We define the elements 

MI = (ily3) (EI - El + Eo) 

and 

Ml = - iy3(FI - Fl + Fo)· 

We have [MI.Ml ] = O. 
Further, we introduce with E = ! + !iy3, 

AlO= -HI +cHl, A10= -HI -EH2, 

All = - EEo -E2 + cEI, A2J = cEo -El - EEl, 

All = -Fl + cF. - EFo, All = -Fl - EFI + cFo· 

These elements satisfy 
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..1.12 = - ..1.21 = 3. 

WedefineA ik =Aik' withk' = k (mod 3), k'E{0,1,2}. We 
get similar results for ..1.ik . Now we can describe the realiza­
tion of A i I) in the following way. Denote 

Lo = (HI,Hl), LI = (Eo,EI,E2), 

Ll = (FO,FI,Fl)' 

As a vector space we take A i I) to be isomorphic to 

Ell (L i ®t 3k + i )EIlC·c. 
keZ 

i=O,I,2 

The Lie product is defined by 

[gl ® t k + ..1. IC,g2 ® t / + ..1.2c] 

(3.1) 

= [gl,g2] ® t k+ / + (k 16)8k, _/ (gl,gl)tr 'C, (3.2) 

(gl,gl)tr denotes tr(glgl)' where gl and gz are considered 
elements from sl(3,C). 

Now we introduce the elements 

{
MI®tm (m= 1 mod3), 

P = 
m M2®t m (m=2 mod 3), 

_ {(lIm)Ml ® t -m (m = 1 mod 3), 
qm - (lIm)MI ®t -m (m = 2 mod 3). 

(3.3) 

Denote s = <Pm,qm'c), mel = {iENli=l=O mod 3}. This is a 
Heisenberg subalgebra of A i I) with 

[Pm,qn] = !8m,nc, 

Introduce 

Aj(z) = L(Ajk ®tk)Z-k. 
keZ 

This is not an element of the Lie algebra A in, but the homo­
geneous terms in z are. One easily calculates the following 
brackets: 

[Pm.Aj(z)] =..1.jmfA/z), 

[qm.A/z)] = (z-m/m)..1.j,_mAj(z). 
(3.4) 

Now it is easy to describe A i2
) as a subalgebra of A il). Intro­

duce the following subspaces ofsl(3,C): 

Vo = (HI + Hl ), VI = (E I - E2,Eo) , 

Vl = (FI + F2 ), V3 = (HI - H 2 ), 

V4 = (E I + E2), Vs = (FI - F2,FO)' 

As a vector space we take A i2
) isomorphic to 

Ell O'} ®t 6k + j
) EIlC'c; 

keZ 
j=0, ... ,5 

and the Lie product is taken as in (3.2). 
After a calculation one finds 
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HI + H2 = (1/v 3)E2A IO + (ilv3)EA zo, 

HI - H2 = E2A 10 - EAzo, 

EI - E2 - Eo + !iV3MI = - ~E2AII + ~EAzI' 
EI + E2 = (iI'v3)~ A 11 + (i/v3 )EA 21 , 

FI +F2 = (i/V3)~AI2 + (iIV 3 )EA 22, 

FI - F2 - Fo- ~iV3M2 = - ~E2A 12 + ~EA22' 

IV. THE A~l)-MODULES L(A;) AND EQUATIONS 

( 3.6) 

Here A ~ I) has Chevalley generators ei = Ei ® t, 
/; = Fi ® t -I (i = 0,1,2). We define ar = [e i,/;], so 

a~ = - (HI + H2) ® 1 + iC, 
a~ = Hi ® 1 + ic (i = 1,2). 

Now Ai is defined by Ai (~Apj) = Ai' 
Here L (Ai) is the unique irreducible graded highest 

weight module, with highest weight Ai' Here graded is taken 
with respect tooL of (2.1). Denoting the subspaceofdegreej 
by Lj (Ai)' we can calculate the q-dimension of L (Ai) [cf. 
Proposition lD.lD (Ref. 3)], 

dimqL(Ai) = I dimLj(Ai)qj 
j>O 

= II(l- q3j+ ')-1(1 _ q3j+2)-1 = :s(q). 
j>O 

Calculating the q-dimension in the realization (2.2), where s 
is taken as in Sec. III, we find 

dimq L(A
i

) = I S(q)qOL(U,), 
i>O 

so L(A;) remains irreducible considered as an s-module. 
Therefore all Lie algebra elements can be represented as infi­
nite order differential operators. Using the relations (3.4) 

we find 

1Ti(Aj (z») = Cj (Ai )exp( I AimzmXm) 
m>l 

( 
z-m a ) 

Xexp - I Ai.- m -- . 
m>1 m aXm 

(4.1 ) 

Moreover, since 1Ti (AjO)'vA =cj(Ai)vA , we have cj(Ai ) 
= Ai (AjO ). One calculates that 

cl(Ao) = - (i/V3)E and c2 (Ao) = - (i/V3)E2. 

As explained in Sec. II, we now can introduce Hirota poly­
nomials and r-functions. Since L (Ai) is irreducible as an s­
module we have 

r(x;g) =g·VA ,E:C[X"X2,X4 , ... ]. 

Usually we do not write gin r(x;g). The first nontrivial 
equation in the form (2.7) is 

(Di - ~i )(r(x) 'r(x») = 0, 

where 

alai I D a(r(x' hT(X)]l: = -- rex' + y)a(x - y) . 
aya y~O 

Here a is a multi-index (a l,a2, ... ,ak ) andya = y~'" 'y~k. 

1693 J. Math. Phys., Vol. 28, No.8, August 1987 

V. THE A~2)-MODULE L(A1) AND EQUATIONS 

In more detail we will perform the same construction for 
the basic module L (A I) of A ~2). The realization that we will 
discuss can be found in Ref. 6. We use a different normaliza­
tion to find equations in a nicer form. Here A ?) contains a 
maximal Heisenberg subalgebra s of the following form: 

Pm = [1!(Em + 1)]Tm ®tm, 

q m = (2/ m )( Em + 1) T _ m ® t - m 

(m = ± 1 mod 6), 

where 

T = {Eo+EI -E2 , m=1(mod6), 
m Fa + FI - Fz, m = - 1 (mod 6). 

Note that s n A i2
) = sand UJO(qm) = (6Im)Pm' As Che­

valley generators of A ~2) we take 

eo=Eo®t, el =v2(EI -E2), 

fo=Fo®t-l, fo=v2(F,-Fz), 

we use - to distinguish these elements from the generators of 
A il). We find 

a~ = [eo,};)] = - (HI + Hz) ® 1 + i c, 

a~ = [el,!l] =2(H, +Hz)®l +~c. 

Calculating the q-dimension of L (A I ), one finds 

dimqL(A I) = II (l_q6j+1)-I(1_q6j+5)-1 = :r(q). 
j>O 

Since r(q) = IIj>1 (1 - qj) -dim;\ we see that L(A I ) re­
mains irreducible as an s-module. The uniqueness of highest 
weight modules of Heisenberg algebras then gives that we 
can assume that the action ir of P m and q m is 

ire Pm ) = aa , ir(qm) = Xm ' ir(c) = Id, 
Xm 

and (5.1) 

L(A I) ~C[XI,X5,X7'''']' 

To extend this representation ir to all of A f) we introduce 

(

-1 

A = -E 

E2 

We can split upA in homogeneous components with respect 
to the grading of (3.5). We then find A = ~J~ a Aj , where 

AD =! iv3t(HI + H 2 ), 

AI = - i E2(EI - E2 - Eo + -\ iV3MI), 

A2 = -! iV3(FI + F2), 

A3= -!E(HI -H2 ), 

A4 = -! iV3E
z(E I + E 2 ), 

A5 = -.i (F, - F2 - Fa - ~ iV3M z)· 

Introducing 

A (z) = '\' (A
J
. ® t j)z - j (A A ) ~ j = jmod6 , 

jEZ 

we find 
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so 

1T(A(z») = a'exp (L z"'Xm) exp (- L ~z-m~), m>1 m>1 m aXm 
where the sums are only taken for m = ± 1 (mod 6). From 
the formula one finds 

fr(A_ i ®t -i) =aLP1+ I(Xm)PI (-~ / ). 
I m cJXm 

Herepk (x) denote the Schur polynomials defined by 

exp (~xli)::::; LPk (X)Zk. 

Since Ao ® 1 = (iy3/12)E(a~ - 4a~) we find fr(Ao ® 1)'1 
=a·l = (iY3/12)E. 

Now we can tum to the construction of the equations. 
We introduce the module L(AI ) ®L(A1 ) and the action 
fr® frby 

(fr® fr)(g)(v ® w) = fr(g)v ® w + V ® fr(g)w. 

The grading OL is extended by odv®w) = odv) 
+ OL (w). We work in the realization (5.1), and an element 
P(x) ® Q(x) will be written as P(x(O»Q(x(1». 

Introducing 

Xj =~(x;O> +xJ\}) and Yi =!(X?' _X]I'), 

one finds 

(fr®fr)(Pj) = ~, aXi 

(fr®fr)(qi) = lii' (fr®fr)(c) = 2Id. 

Moreover 

(fr®fr)(A_i ®t -i) 

=a {+PH/(Xm +Ym)PI (- ~ (a:
m 

+ ;m )) 

++PHI(Xm-Ym)PI( - ~(a:m - ;m))}' 

Denote by L bigh the A i2 ).submodule generated by 
VA, ® VA, = 1 and L low = L ~igh . Here 1 is taken with respect 
toH defined by (2.3) and (2.5). Note that in this case U; = 0 
U> 1), so EI} = 01} '0/0' Moreover, aj = 61; and m = 1. 

We calculate the interesting q-dimensions. We know 

dimq [L(AI ) ®L(A t )] = {dimqL(A1)P = r(q). 

Since L bigh sL(2A1 ) we find using Proposition lO.1O from 
Ref. 3, 

dimq L high = II (1 - qi) 1 

i>1 

. II (1 - qlOH 4) (1 _ qlOH 6) 
j>o 
X(1_qIOi+ IO)(I_ q6H 3). 

SinceL(A1) ®L(A 1 ) = L high eL low we have 
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dimq L10w = r (q) - dimq Lbigh . 

Finally, L low = Hir ® C[x], so we find 

dimq Hir = r(q) - r-I(q)dimq Lhigh 

= r(q) - II(l- qlOiH)-I(1_ qlOl+8)-1 
j>O 

=q+q3+2qS+q6+ ... 

= dimq C[y] - dimq n, 

where n = L bigh n C [y] represents the space of constraints. 
Since we have only odd variables we have only nontrivial 
equations for elements of Hir with even degree (see Ref. 5). 
So the first nontrivial equation is of degree 6. Here there is 
one constraint. Calculating 

(fr®fr)(A_ 6 ®t- 6 )'1 

= a{P6(xm + Ym) + P6(Xm - Ym)} 

one finds n6 = < (1/6!)y1 + YI Ys)· 
Suppose ayt + PYI YsEHir, then we know 

H(ayt + PYIYs,(1/6!)yt +YIYS) =0 

~a' (P 666 + P(P2'6'~ = O. 

From this one finds 

(D1- D1Ds)(T(X) 'T(X») = O. 

VI. THE A~a).MODULE L(Ao) AND EQUATIONS 

We can consider the A iO.module L(Ao) as an A i2
). 

module. The submodule L genera,ted by V Ao eLCho) is irre· 
ducible, which one can prove using the grading and the Her­
mitian form HI on L( Ao). One easily calculates 

170 (LA.ia~) 'vAo = A.o· vAo , 

soLsL(Ao) as anA i2l.module. From now on we mean this 
L(Ao), if we write L(Ao). Since L(Ao) sL, L(Ao) can be 
realized as a subspace of C[Xj, i=l=0 mod 3]. We also can 
write down the explicit form of the action of elements of A i2

) 

by using (3.6) and (4.1), and in particular 

a 
l7o( Pm) = -;-- , l7O(qm) = Xm (m = ± 1 mod 6). 

cJXm 

We consider L(Ao) as an i-module. Since 

dimq L(Ao) = r(q)II(1- qIOH4)-1(1 _ qIOH6)-1 
j>O 

=r(q){1 +q4+q6+ ... }, 

we see that L(Ao) does not remain irreducible as an i-mod· 
ule. We introduce therefore Uo = 1, U1 = xL U2 = X:zX4"" • 

As before we define L high in L (Ao) ® L (Ao) and Hir. Since 
L high sL(2Ao) we find 

and 

dimq Lbigh = r(q) II (1 - qlOH 2) -I (1 _ qlOH 8)-1 
1'>0 
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dimq Hir = r(q) II (1 - qlO + 4) -z( 1 _ qlOj + 6)-Z 
j>o 

_ II(l_qlOj+2)-I(l_qlO1+ 8)-1 
j>O 

= q + q3 + 2q4 + 3q5 + 4q6 + .... 
Again we have 0 = C [y] nL high' 

Analyzing Hir in graded subspaces Hirj we find for 
j = 1,3,5 only elements leading to trivial equations, for ex­
ample, Hir3 = < yi Uo ® uo). Forj = 4 there is one constraint 
and one nontrivial equation. Calculating 

(1To®1To)(fl + fz) ®t -4)1 ® 1 

we find (tJ4 = iyiuo ® Uo + 9(u l ® Uo + Uo ® U I )EO, which 
leads to the equation 

Di(ro(x)'ro(x»)-~ro(x)'rl(x) =0. (6.1) 

For degree 6 there are two nontrivial equations, of which one 
contains only ro and r l . There are also two constraints 

(tJ6 = l~oY~uo® Uo + ~Yi (u l ® Uo + uo® u I ) 

+ 12YI Y5UO ® Uo + 6(uz ® Uo + Uo ® u2 ), 

(tJ6 =! y~ Uo ® Uo - 9yi (u I ® Uo + Uo ® U I) 

+ 36(uz ® Uo + Uo ® u 2 )· 

We find 

(D~ -.If D ID5)(rO(x) 'ro(x») + ~ D i(ro(x) 'rl (x») = O. 

(6.2) 

VII. SPECIAL TYPE OF MODIFIED EQUATIONS 

We have constructed two A i2l -modules L(Ao) and 
L(A I ), in a realization in which the Heisenberg algebra s 
acts canonically. We can now consider L(Ao) ®L(A I) to 
find equations connecting the two hierarchies found before. 
Note that L(Ao) is reducible and L(AI) is irreducible as an 
s-module.Wedenote uoEL(AI) by u, and also ro(x) byr(x). 
Since 

dimq L(Ao + AI) 

= rex) II (l - q21+ I) -I (l _ q121+ 2)( 1 _ q121+ 10) 
j>o 

we have 
dimq Hir = r(q) II (l - qlO1+ 4) -I (l _ qlO1+ 6)-1 

j>o 

- II (l_q2j +I)-I(l_qI2j +2) 
j>o 

= I dimq C[y]u; ®u - dimq 0 
;>0 

= (q2 + q4 + 2q5 + "'). 
Recall the elements Pm ,q m (m = ± 1 mod 6) introduced in 
(3.3). Their action inL(Ao) ®L(A I) is 

( _)() a a 'lTo®1T Pm =~+am--(1-)' aXm aXm 

('lTO®iT)(qm) =x~) +{3mx~), 
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where 

and 

am = (if V 3) (E + 1) (m = 1 mod 6), 

am = iV3(~ - 1) (m = - 1 mod 6), 

13m = 1!2am· 
Now define the elements Xm andYm by 

xm = j(x~) +{3mx~», Ym = !(x~~) - 2{3mx~», 

then 

('lTo ® iT)(Pm ) = ~ ~ and ('lTo ® ir)(qm) = 3xm • 
2 aXm 

Now we can calculate the constraints and the Hirota polyno­
mials. For degree 2 there are nonzero elements in C [y] 
n L high' so we find 

yiuo® uEHir 

and 

Di(ro(2x) 'r(x») = 0, 

where rex) = r({3'x), {3 = ({31,{32'''')' and r({3x) 
= r({3x;g) as defined in Sec. II. 

For degree 4 we have to calculate the highest order part 
of 

(1To®iT)(fl +fz) ®t-4 j( uo®u) 

yielding 

0 4 = < (1!4!)yiuo ® u - ~UI ® u) 

leading to 

Dj(ro(2x) 'r(x») + ~rl(2x)r(x) = 0, 

which is a consequence of (7.1) and (6.1). 

Finally, calculating 

(1To ® iT)(el - e2 - eo + jiV3M1 ) ® t -5)(UO ® u) 

leads to 

0 5 = <Tbyiuo ® u + 6Y 1U 1 ® u + 6Y5Uo ® u) 

yielding one equation in r 0 and r, 

(Di -2Ds )(ro(2x)'r(x») =0. 

VIII. DISCUSSION 

In Secs. IV-VI we found three hierarchies of equations. 
The first one (in Sec. IV) is the well-known Boussinesq hier­
archy and needs no further discussion. 

The second hierarchy (Sec. V) is a hierarchy of which 
the first equation is the Sawada-Kotera equation 

u, = (u xxxx + 15uuxx + 15u3 )x, 

u=ax)ogr, t=x5, x=x l • 

The construction given here corresponds to reduction to 
A f) of the BKP hierarchy (cf. Ref. 2). One also gets this 
equation by consideringL(2A 1 ) ®L(2A 1 ) (cf. §8 and Table 
4 of Ref. 2). 

The third hierarchy (Sec. VI) has as its first equation 
the Kaup equation (see also §8 and Table 4 of Ref. 2), 
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!u, = (uxxxx + 15uu,xx + 15u3 + ~u!)" = 0, 

u = a,xxlog 1"0' t = xs, X = XI' 

Here we see the explanation of the substitutions 

a I and -2-1'0 
aX2 %2=X.= .•• =0 

in Ref. 2, where 1'0 is the 1'-function of the KP hierarchy. In 
our context these variables are not real variables as they do 
not occur in the Heisenberg algebra s. 

In Sec. VIII we find a transformation connecting those 
two hierarchies. Setting 

v(X) = a"log(1'o(2x)/r2(x») 

we have 

yv, = (vxxxx + 5v""v" - 5v,xxv2 
- 5v!v + vS)", (8.1) 
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an equation also occurring ,in Table 4 of Ref. 2, but here 
found as a relation between the hierarchies of L(1\,) and 
L (2A I)' In view of the relation (6.7) of Ref. 2, the square in 
(8.1) need not surprise us. 
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The prolongation structure approach of Wahlquist and Estabrook [J. Math. Phys. 16, 1 
(1975)] is used effectively in a new situation in relation to the integrodifferential type BO 
equation (the Benjamin-Ono equation). The main clue lies in the possible differential equation 
representation of such equations in three dimensions. Here it is shown how the usual analysis 
of prolongation structure can be utilized to deduce a Lax pair for a BO type equation in three 
dimensions. Effectiveness of the present approach is further demonstrated by an independent 
derivation of some conservation laws associated with the equation. Last, the whole formalism 
is reduced to two dimensions to make contact with known results. 

I. INTRODUCTION 

Very recently, it has been demonstrated by Grammati­
cos et al. I that a purely differential type representation is 
possible for a Benjamin-Ono (BO) typeZ integrodifferential 
equation by introducing a new independent variable y as any 
extra space coordinate. On the other hand, it is possible to 
revert to the usual integral form of the BO equation by solv­
ing the auxiliary equation on the boundary y = O. These 
authors felt the need for such a representation when they 
tried to make a Painleve test for the BO equation. Here we 
show that such a representation in three dimensions can be 
further utilized to derive the 1ST equation of the BO equa­
tion by following the methodologies of Wahlquist and Esta­
brook. 3 The technique of Wahlquist and Estabrook was ex­
tended to three dimensions by Morris.4 Here we give a 
generalized form of prolongation analysis in many dimen­
sions and then apply the technique to our case. The method 
is quite effective in yielding the Lax pair and the conserva­
tion laws related to the BO equation. In the last section we 
show how to go back to the physical two-dimensional space, 
by using the ansatz of Grammaticos et al. 

II. FORMULATION 

The BO equation is written as 

p f ux'x'(x') I 

U t + UUx + - , dx = 0 . 
1T X -x 

(1) 

It has been proved in Ref. 1 that Eq. (1) is equivalent to the 
following set in three dimensions: 

(2) 

under proper boundary conditions. The integral term reap­
pears if we solve the first equation of (2) by the Green's 
function approach and substitute in the second equation of 
(2). To proceed with the prolongation analysis in three di­
mensions we define the independent variables 

a) Permanent address: High Energy Division, Department of Physics, Ja· 
davpur University, Calcutta-700 032, India. 

(3) 

Then the following three forms are seen to be equivalent to 
( 1) under proper sectioning: 

a I = du /\ dy /\ dt - p dx /\ dy /\ dt , 

a z = - du /\ dx /\ dt - r dx /\ dy /\ dt , 

a3 = dp /\dy /\dt - dr /\dx /\dt, 

~=~/\~/\~+~b/\~/\~+~/\b/\~. 

(4) 

Here we first indicate the necessary steps for the prolonga­
tion analysis in higher dimension in complete generality and 
then apply them to the set (4). In n dimensions we can sum­
marize by stating the following, 

(i) If the nonlinear equations are equivalent to the dif­
ferential forms a l' az, ... ,an , all (n) forms 

a A = (1/n!)a~Ii"2"i"n dx'/\dx2/\ .. '/\dxn
, (5) 

(ii) They satisfy the closer condition 

daACI, 1= {aA } , (6) 

(iii) Then if we introduce the prolongation variables y's 
and the (n - 1) forms 

D.i=fJj/\w< i= 1,2,3, ... ,dimyj, (7) 

the fJ j are (n - 2) forms to be determined: 

fJ'J= 1 b;"" ... " dx 1 /\dx 2"'/\dx"-2, (n _ 2)! rlr2 rn-2 

(8) 

with Wi the connection one-form defined as 

(9) 

(iv) We now then again impose the closer condition on 
the extended set l' = {ai, fli} in the form dfliC1', which 
will fix up the corresponding structure of the prolongation 
algebra. In our case, these equations are specialized as fol­
lows: 

d=d/+Fidx+ Gidy+Hidt, (10) 
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whereF', G', and If depend on (uJ',r,x,y,t,y,) and 

tV = (a/c dx + b /c dy + c/c dt ) A (J)K , ( 11) 

where a/c, b /C, and c/c are constants matrices satisfying the 
commutation rules 

[ I '] [J. aa,b a =0, bK,cf] =0, [c~.,ab.] =0. 

From (9) and (10) we obtain 

!V = a/c dx AdyK + b /c dyAdyK + c/c dtAdyK 

+L J dxAdy +M idtAdx +N i dtAdy, 

with 

L } = aG i - bF} , 

MJ=cFi-aHJ, 

N i = cG } - bH} . 

Hence we have by exterior differentiation 

dO/ = L ~p. dup. Adx Ady + M ~p. dup. Adt Adx 

+ N ~p.dup. Adt Ady. 

Here, u,. stands for the set 

up. =={X,y,t,yK' u,p,r}. 

We now demand 

dO' = LaJI + (A dx +pdy + vdt) AO}. 

(12) 

(13) 

(14) 

(15) 

(16) 

Equating coefficients of different three-forms 
dp A dy A dt, dr A dx A dt, etc., we get 

val - Aci = My, vb} - 1]ci = Ny, Abi - 1]a1 = Ly . 

Furthermore, we have 

Np = - M r , N r = - Lu , 

along with 

pNu - rMu - upN, 

= AN -1]M - vL + L t + My - Nx • 

(17) 

( 18) 

Now as in the case of two-dimensional theory we demand 
that our prolongation equations will be independent of ex­
plicit coordinate dependence. So the above equations reduce 
to 

pNu - rMu - upN, = AN - 1]M - vL. (19) 

We now make an interesting observation that one can 
make a possible choice of the form 

A = - FyK , V = - HyK , 1] = - GYK ' 

so that 

0 0 0 

-K 0 -r 

M= 0 -K K2u 

0 0 0 
0 0 0 
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, N= 

AN -1]M -vL =NMYK -MNYK = [N,M]. (20) 

Hence finally our ~tions are 

Np = - Mr , Nr = - Lu , 

pNu - rMu - upN, = [N,M]. 
(21 ) 

Then the inverse scattering equations pertaining to the set 
are 

Sx = -Ms-ast , Sy = -Ns-bst , 

asy -bsx = -Ls' 
(22) 

It is now necessary to impose some conditions on the 
matrices a and b as done by Morris.4 In our case these condi­
tions are 

[a,b]=O, [N,a]+[b,M]=O. (23) 

Let us now set 

M=xl(y,) +X2(y,)U +x3(Y,)r, 

N = x4(Y,) - X3 (Y,)p + xs(y,)u + X6(Y, )u2 + x7 (y/)r 
(24) 

in Eq. (21) to get 

[Xl' X3J = - xs, [x3, Xs] = 0, 

[X2' X3J = X - 2x7, [x3, X6) = 0 , 

[x3, X 4 ] + [Xl' X7] = - X 2, [x3, x 7] = 0, 

[Xl> xs] + [x2, x4] = 0, [Xl' X4] = 0, 

[Xl' X6] + [X2' Xs] = 0, [x2, X6] = 0, 

(25) 

which is the resultant incomplete Lie algebra. Now to close 
(25) we make the identification 

Xs = Kx3, X7 = 2x6 . 

Then the above set of commutators will reduce to 

[Xl' X 3 ] = - Kx3, [x2, X 4 ] = K 2Xj , 

[x2, X3] = 0, [Xl> X6] = 0 , 

[x3, X 4 ] = 0, [X2' X6] = 0 , 

[Xl' X4] = 0, [X3' X6] = 0 , 

since their use of Jacobi identities yields 

[Xl' X2 ] = - Kx2; [X4' X6] = X6 . 

(26) 

So we have obtained a closed 5 X 5 Lie algebra whose explicit 
realization in the regular representationS yields a Lax pair 
with 5 X 5 matrices, if we can solve Eq. (23) for a and b. 
First, we note that the matrices M and N have the form 

0 0 0 
0 1 p-Ku 

_K2 0 0 (27) 
0 0 0 
0 0 - (u2 + 2r) 
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When this M and N are used in (23) we obtain 

0 0 0 0 

0 0 0 0 

a= 0 0 0 0 (28) 

0 0 0 0 

0 0 0 0 

b = 5 X 5 unit matrix, so the Lax equations in three dimen­
sions can be explicitly written as 

and 

t! = 0, t ~ = - Kut 1 + Kt 2 + rt 4, 

t! = - Krt 1 + Kt 3 
- K 2ut 4 

, 

t; = 0, t ~ = t; , 

t;=t:, t;= -t 3 -(p-Ku)t 4 +t;, 

t;= -(K 2u-Kp)t'+K 2C+t:, 

t~ = t:, t~ = (u2 + 2r)t 4 
- t 5 

• 

(29) 

(30) 

Now a transition to the usual space-time variable of 
(x, t) is made if we use Uy = TUx or rf = Tp and eliminate 
the redundant ti'S. 

III. CONSERVATION LAWS 

We now again call back our prolongation equations 
(19) and (21) to show that the independent derivation of 
some conservation laws can be made in our present formal­
ism which were previously obtained by Chen and Lee. 6 

Let us for the time being drop the prolongation variables 
t/s and keep the (x,y,t) dependence. Then Eqs. (18) are 
changed to 

Np = - M r , Nr = - Lu , 
(31) 

pNu - rMu - upNr = 0 = L, + My - Nx • 

Now a conservation law in three dimensions is of the 
form 

(32) 

with L the density and M, ( - N) the components of cur­
rents, so that different conservation laws correspond to dif­
ferent solutions of (31) satisfying (32). It is not very diffi­
cult to show that one such solution set is given as 

L = - 2a 1u + a2 , M = a3 + a4 uy , 

N = a5 - a4 ux + (u 2 + 2uy )a l , 
(33) 

where ai are arbitrary constants. To generate more such 
conservation laws we follow the usual trick of demanding 
the closer of dO even when we consider some derived conse-
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quences of equation set (2). To illustrate the method we 
consider x derivative of (2), that is, 

U xxx + U Xyy = 0 , 

ux , + u~ + UxUxx + uxxy = 0, 
(34) 

which are equivalent to the following sets of differential 
forms: 

a 5 = - drl\dx I\dt - s dx I\dy I\dt, 

a 6 = dq 1\ dy 1\ dt + ds 1\ dy 1\ dt , 

a 7 = -dql\dxl\dt+ (u +p2)dxl\dyl\dt 

+ dp 1\ dx 1\ dy , 

with Uyy =s. 

If we now demand 
7 

dO= IJ:a j , 

i= 1 

then we obtain 

L = a2u + a4ux + as , 
M=a2ux +a4uxx +a9 , 

N - - 1- 2 -= - asuxx - a 4 uux - 2a2u - aSuyy • 

(35) 

(36) 

The two-dimensional form of the conservation laws can also 
be obtained by the same prescription as noted before. 

In the above analysis we have indicated a methodical 
application of prolongation theory to the partial differential 
equation involving integral terms. The method is extensible 
to similar other completely integrable equations. 
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Distinguished involutions called transposition and conjugation in the algebra of complex 
supemumbers are introduced. On the base of these involutions an analysis is developed over 
complex ~uperspaces. Consistency of integration under supertransformations between two 
complex superspaces is shown. 

I. INTRODUCTION 

In our previous paperl we studied analyses of functions 
defined on generalized superspace, that is, differentiation 
and integration of functions in q-commutative variables. 
There we treated only the real superspace over a real q-com­
mutative algebra, where the values of the sign function q are 
constrained to ± 1. Over the complex field the values of q 

are, in general, nth roots of 1 and therefore it is important to 
consider the complex superspace to treat functions in vari­
ables with general q (;()mmutativity. And, of course, com­
plex superspace plays an essential role in quantum field the­
ory (Berezin2). 

To develop an analysis on a complex superspace over a 
q-commutative algebra A, it is necessary to define suitable 
involutions (conjugation- and transposition *) in A. The 
involutive structure of complex superspace induced by the 
transposition * makes it possible to define differentiation and 
integration of superfields in a similar fashion as we did in the 
real superspace. And, moreover, Taylor's expansion and the 
standard expansion formulas take more convenient forms in 
terms of transposition on complex superspace. 

A striking aspect of our theory is a consistency theorem 
that asserts that the measures of superspaces are adjusted by 
the superdeterminant of the Jacobian matrix of a mapping 
between two spaces indexed by, in general, different index 
sets. In the real case, the consistency in this sense holds only 
within the same superspace (see Ref. O. 

In Sec. II we study involutions in q-commutative alge­
bras in general, and introduce a special involution * called 
the transposition on the algebra of complex supemumbers. 
By finding an appropriate factor system we can define an­
other involution - called the conjugation associated with *. 

In Sec. III we introduce the complex superspace with 
involutive structure induced from * and - given in Sec. II. 
We study differentiable functions (G"" functions) on com­
plex superspace Z along the method of Rogers3 and give a 
standard expansion formula for the functions. In virtue of 
this standard expansion a G"" function on Z is naturally 
extended to a wider space dbl(Z) called the doubling of Z. 

In Sec. IV we investigate integration of functions first on 
the body and next on the whole complex superspace. We 
obtain our main theorem about the consistency of integra­
tion. We prove the consistency of integration on the space 
dbl(Z) because dbl(Z) admits more general variable 
changes than Z does and it makes the proof simple. The 

result on the space Z is obtained as a corollary of this general 
result. 

Some properties of determinant of matrices over a {T­

commutative algebra, which we need to calculate the Jacobi­
an, are given in the Appendix. 

Throughout the paper G is a finite Abelian group with a 
sign {T, that is, (T is a function of G X G to the complex field C 
satisfying 

q(a + {3,r) = q(a,r)q({3,r) for a,/3,yeG, 

and 

q(a,{3)q({3,a) = 1 for a,{3eG. 

II. INVOLUTIONS INa-COMMUTATIVE ALGEBRAS 

Let A = Ell aeG Aa be a q-commutative G-graded alge­
bra over C; for anyaeA.a and hEAp, ab = {T(a,/3)ba. 

A mapping .: A -+ A is an involution of A, if it satisfies the 
following: 

( 1) a** = a for aeA.; 

(2) (a + b)* = a* + b * for a,beA; 

(3) (ca)· =ca* forceC and aeA., 

where c means the complex conjugate of c; 

(4) (ab)* = b *a* for a,beA. 

If moreover it satisfies 

(5) a·eA.a for any aeA.a and aeG, 

then * is called a conjugation of A. On the other hand, if it 
satisfies 

(6) a*eA. -a for any aeA.a and aeG, 

then • is called a transposition of A. 
Let A and B be a q-commutative algebras with a conju­

gation (resp. transposition) *. On the graded tensor product 
A ® cB we define * by 

(a®b)* = q({3,a)a*®b* 

for aeA.a , beBp, a,/3eG. (2.1) 

Then * is a conjugation (resp. transposition) onA ® cB. 
Let V be a G-graded vector space over C. A mapping 

*: V -+ Vis an involution of V, if it satisfies (1 )-(3) above 
with A replaced by V. It is called conjugation or transposi­
tion according as it preserves or reverses the grade. Let C [ V] 
be the q-symmetric algebra of Vover C, which is, by defini-
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tion, the quotient algebra of the tensor algebra T( V) of V 
over C modulo the ideal generated by the elements 
vw - u(a,/3)wv with VEVa , WEVp , and a,/3EG. An involu­
tion on V is naturally extended to the C[ V] as follows: For 
CEC and VI,. .. ,VnEV, define 

(CVI···Vn )* =cv~···vT, (2.2) 

and extend * additively to C [ V]. The extended * is a conju­
gation (resp. transposition) of C [ V], if so is the original *. 

We decompose G into a direct sum of cyclic groups; 
G = G(i) Ell ••• Ell G(n)' where G(i) is a cyclic group of order 
ni • Let a i be a generator of G(i). As was discussed in Ref. 4, 
the sign u is given as follows on G. For integers 1 <J,J<.n, let 
Aij be in C such that Aji = 1IAij' (Aij)ni = (Aij)n j = 1, and 
Aii is 1 or - 1 according as a i is even or odd. Then for 
a = lla l + ... + lnan and/3 = mla l + ... + mnan in G, u 

is given by 

(2.3 ) 
i,j 

Let Go = {aEG lu(a,a) = 1} be the even part of G. A 
factor system c,f> associated with the even signuo = ulGoxGo of 
Go is a mapping of Go X Go to C - {a} satisfying 

(i) c,f>(a,/3 + y)c,f>(/3,y) = c,f> (a,/3)c,f>(a + /3,y) , 

(ii) u(a,/3) = c,f>(a,/3)/c,f>(/3,a) , 

for any a,/3,YEGo. 

We define a mapping ¢: G X G-+C - {a} as follows: 

(2.4 ) 

for a = 'Llpi and /3 = 'Lmpj in G. By definition this ¢ is 
bimultiplicative, that is, 

¢(a + /3,y) = ¢(a,y)¢(/3,y), 

¢(a,/3 + y) = ¢(a,/3)¢(a,y), 

for a,/3,YEG. So ¢ satisfies 

and 

¢(a,/3 + y)¢(/3,y) = ¢(a,/3)¢(a + /3,y) , 

¢(a,O) = ¢(O,a) = 'If;(a,/3)¢( - a,/3) 

= ¢(a,/3)¢(a, - /3) = 1. 

Moreover, by (2.3) and (2.4) we have 

¢(a,/3)/¢(/3,a) = ± u(a,/3) , 

(2.5 ) 

(2.6) 

for a,/3EG and specifically ¢(a,/3)/¢(/3,a) = u(a,/3) for 
a,/3EGo· Thus ¢o = ¢IGoxGo is a factor system associated 
with U o. This factor system was defined by Scheunert.4 

In order to simplify our calculation we need to introduce 
another factor system associated with U o. First we define a 
mapping t: G-C - {a} as follows: 

{
¢(/3,/3) 2 with a = 2/3, if aE2G, 

tea) = . 
~¢(a,a) + iO, if aEG - 2G, 

where ~z + iO means JreiO/2 for z = reiO with - 1T < (J<"1T. 

We claim that t is well defined. In fact, if 2/3 = 2y for 
/3,YEG, then 

¢(/3,/3)2 = ¢(2{3,{3) = ¢(2y,{3) = ¢(y,{3) 2 

= ¢(y,2/3) = ¢(y,2y) = ¢(y,y)2. 
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By the definition of t we have 

teO) = 1, tea) = t( - a), t(2a) == ¢(a,af, 

t(a)2 = ¢(a,a), (2.7) 

for aEG. Now we define c,f>: G X G-C - {a} by 

c,f>(a,/3) = [t(a)t(/3)/t(a +/3)l¢(a,/3) (2.8) 

for a,/3EG. Then c,f>o = c,f>IGoxGo is a factor system associated 
with u o, and moreover c,f> has the following properties: 

c,f>(a,O) = c,f>(O,a) = c,f>(a,a) = c,f>(a, -- a) 

= c,f>(2a, - a) = 1, 

c,f>( - a, - /3) = c,f>(a,/3) , 

c,f>(a,/3)c,f>(/3,a) = 1, 

c,f>(a,/3)2 = c,f>(a,/3)/c,f>(/3,a) = ± u(a,/3), 

c,f>(2a,2/3) = u(a,/3) 2, 

for a,/3EG. 

(2.9) 

(2.10) 

(2.11 ) 

(2.12) 

(2.13 ) 

In fact, (2.9) and (2.10) follow from (2.5), (2.7), and 
(2.8), and (2.12) follows from (2.6), (2.8), and (2.11). 
Now we show (2.11) and (2.13). For a,f3EG we have 

c,f>(a,/3)c,f>(/3,a) = [t(a)t(/3)/t(a +/3)]¢(a,/3) 

X [t(/3)t(a)/t(/3 + a) l¢(/3,a) 

= [t(a)2t(/3)2/t(a + /3)2]¢(a,/3)¢(/3,a) 

= ¢(a,a) ¢(/3,/3) ¢(a,/3) ¢(/3,a) 

X¢(a +/3,a +/3)-1 

=1. 
For a,(lEG we have 

c,f>(2a,2/3) = [t(2a)t(2/3)/t(2a + 2/3) 1¢(2a,2/3) 

= [¢(a,a)2¢(/3,/3)2/¢(a + /3,a + /3)21¢(a,/3)4 

= [¢(a,/3)2/¢(/3,a)21 = u(a,/3) 2. 

Since I u( a,/3) I = 1 it follows from (2.12) that 
1c,f>(a,/3) I = 1 for a,/3EG. 

Let Cbe the crossed product of Go and C associated with 
the factor system c,f>o, that is, C is a direct sum of one-dimen­
sional vector spaces over C with generators ua ' aEGo such 
that U a .up = c,f>(a,/3) Ua +p. Then C is a u-commutative al­
gebra over C. Furthermore, by (2.9) we see that Uo is the 
identity element of C, every U a is invertible and 

(2.14 ) 

Remark 2.1: In general, the group of even signs of G 
over C is isomorphic to the cohomology group 
H 2 (G,C - {o}), which is, by definition, the group ofequiv­
alence classes of factor systems of G. Two factor systems c,f> 
and ¢ are equivalent if there is a mapping t: G-+C - {a} 
satisfying the equality (2.8). The crossed products associat­
ed with equivalent factor systems c,f> and ¢ are isomorphic. It 
is also known that we can choose, from every equivalence 
class, a representative that is bimultiplicative (see Yama­
zaki5

). Actually, Sheunert's factor system ¢o is bimultiplica­
tive. Our factor system c,f>o, which is equivalent to ¢o, is not 
bimultiplicative but has the good property (2.13), which 
makes our calculations simple as will be seen below. 

N ext, let G I denote the odd part of G and let L be a G I set 
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(a linearly ordered Gt-graded set). Let V be a GI-graded 
vector space with generators v I' leL, such that the grade ofv I 
is g( I). Let B be the O'-symmetric algebra (the generalized 
Grassman algebra) of Vover C. The graded tensor product 
A = C ® cB of C and B which were constructed above is a 
finite-dimensional O'-commutative algebra over C. Elements 
of A are called (complex) supernumbers. In the subsequence 
of this paper this algeb~ A of supemumbers is fixed. 

Now we shall determine all the conjugations and trans­
positions of C. We need the following lemma. Since 
Co = Clio is isomorphic to C, C is considered to be a subalge­
bra of C and of A as well. 

Lemma 2.2: Let / (X)eC[X] be a nonzero separable 
polynomial, then all the roots of/eX) inAo are in C. 

Proof Since / is separable, leX) = (X - ct ) 
X (X - cz)··· (X - Cn ), where cieC are all different. Let 
aeAo be a root of leX), that is, (a - ct ) 
X (a - cz)··· (a - cn ) = O. Thea is writ~enasa = ao + So­

where aoeC and So is nilpotent. Since the Cj are different, the 
ao - Cj are nonzero except for one index, say io. Then the 
a - Cj for i#io are invertible and so we get a = C/o eC. 

Proposition 2.3: We have the following. 
(i) If - is a conjugation of A, then there is a homomor­

phism r of Go to C(in other words r is a character of Go), 
such that 

Ua = r(a)ua for aeGo. 
(ii) If * is a transposition of A, then there is a homomor­

phism r of Go to {I, - t} such that 

u* = r(a)u_ a for aeGo. 

Proo/: Let - be a conjugation of A. Set r(a) = U _ a Ua . 
Then by (2.10) we have 

r(a)r(P) = U_ a uau_ p up = u_pu_ a upua 

= rjJ( - p, - a) u_a_p ¢J(p,a) ua+p 

= u_a_p ua+p = rea +P), 

for a,/JeGo. Therefore r is a homomorphism of Go to Ao. 
Hence for any aeGo of order n, we have r(a)n = rena) 
= reO) = 1, that is, rea) is a root of the separable polyna­
mialr - 1. By Lemma 2.2 we see r(a)eC. It follows that r 
is a character of Go and Ua = r(a)u=~ = r(a)ua· 

If * is a transposition of A, then set r( a) = Ua u:. Then 
in the same way as above we see r is a character of Go and 
u: = r(a)u_ a. Since 

Q:* = (r(a)u_ a)* = r(a)u!a = r(a)r( - a)ua = Ua , 

we have r(a)z = 1/ r(a)r( - a) = 1, which implies 
rea) = ± 1. 

Let * be a transposition of A, then by Proposition 2.3 
(ii), we see u: = ± u~a for anyaeGo' Ifu: = U_a holds 
for every aeGo, * is called standard. 

Proposition 2. 4: If * is a standard transposition of A, then 
the additive mapping -: A ..... A definedby 

ii = uZaa* for aeG and aeAa (2.15) 

is a conjugation of A. 
Proof First note that (2.15) makes sense, because 2a is 

in Go for anyaeG. We have by (2.14) 
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a = UZa (uZaa*)* = uZaaut = auZau_ Za = a, 

foraeAa. Moreover foraeAa and beAp , by (2.13) we have 

ab = uZa+2,B (ab)* = rjJ(2{J,2a) -tu2,BuZab *a* 

= O'(a,/J)zO'(2a, - P)u2,Bb *uZaa* = b ii. 
Thus - is a conjugation of A. 

The conjugation - in Proposition 2.4 is said to be ass0-

ciated with the standard transposition * of A.. 
Now we define a transposition * of A as follows. For ceC 

and aeGo define . 

(cua )* = Co_a' 

and extend * additively to C. Then, * is a transposition of C, 
as is readily seen from (2.14). To define a transposition of B, 
suppose the G 1 set L used to define B has a transposition *, 
that is, * is a mapping frornL toL such thatg(l*) = - g(l) 
and 1** = I for all/eL. Then the G-graded vector space V 
defined by L has a transposition * induced from the transpo­
sition * of L; (cvl )* =Cvl* for ceC and leL. Now the 0'­

symmetric algebra B of V over C has the transposition * 
given by (2.2) and A = C®B also has the transposition * 
given as (2.1). Let - be the conjugation of A associated with 
*. Then by (2.9) we have 

Ua = Ua for aeGo, 

and 

VM = U2g(M) ®VM *' 
where M = {/" ... ,lm}CL, VM = VI, •• 'Vl

m
' geM) =g(lt) 

+ ... + g(lm)' and VM * = VI=' •• ·vlr• In this paper the 

transposition * and the associated conjugation - play impor­
tant roles. 

III. COMPLEX SUPERSPACE AND DIFFERENTIABLE 
FUNCTIONS 

As we stated in Sec. II, A is the algebra of complex su­
pemumbers with the transposition * and its associated con­
jugation -. Also A is a Banach algebra with a suitable norm 
(see Ref. 1). In our previous papert we developed differen­
tial caluculus over the real superspace. In this section we 
study differentiable functions defined on superspace para­
metrized inA. To accomplish this we first decompose A into 
the real and the imaginary parts. 

For aeG we define the real part Re(Aa ) and the imagi­
nary part Im(Aa ) of Aa by 

Re(Aa) = {aeAa Iii = a}, Im(Aa) = {aeAa Iii = - a}. 

Then we have 

Aa = Re(Aa) Ii Im(Aa ) and Im(Aa) = i Re(Aa ), 

where i = .J=T. Thus an element ceAa is written as 

c=Re(c) + Im(c) =a+ib with a,beRe(Aa ). (3.1) 

Let I = {l, ... ,p,p + 1, ... ,p + q} be a G set such thatg(i) are 
even for i = 1, ... ,p and odd for i = P + 1, ... ,p + q. The direct 
sum Z = Ii iEI Ag(i) is called the (generalized) complex su­
perspace over A. Here Z is decomposed as follows: 

Y. Kobayashi and S. Nagamachi 1702 



                                                                                                                                    

Z = $ (Re(Ag(i) ) $ Im(Ag(i») 
iEl 

= C~ Re(Ag(i) ») $ C~ 1m (Ag(i) »). 
Let U be a domain of Z and let A U denote the set of A­

valued functions defined on U. A function/EA U is right dif­
/erentiable at ZoEU, if there are constants aj> biEA such that 

/ (zo + z) - / (zo) = 2)aiRe(zi) + bi 1m (Zi) ) + o( //zll) 
iei 

asz = (zl, ... ,zP+q)EZ approachesO. Theconstantsai andbi 
are called the right differential coefficients of/at zo0 In virtue 
of (3.1) we always write 

Zi = Xi + ii with xi,iERe(Ag(i) ), (3.2) 

and the coefficients ai and bi are written as a/ (axi) -I and 
- i a/(ai) -I, respectively. 

Using the relations (3.2) andzi = Xi + ii = Xi - ii, it 
is readily seen that /EA U is right differentiable at Zo, if and 
only if there are constants aj3i such that 

/(zo +z) - /(zo) = "i)aizi +PiZi ) + o(lIzll), 
ieI 

as z--O. We write a i =a/(ai)-I and Pi =aj(azi)-I. 
Then the following relations hold: 

a/ (axi) -I = a/(azi) -I + at(a Zi) -I, 

a/(ai) -I = i(a/(azi)-I _ a/(azi) -I), 

a/(azi) -I = !(a/(axi) -I _ i a/(ai) -I), 

aj (a Zi) -I = i(a/ (axi) -I + i a/ (ai) -I). 

(3.3) 

Remark 3.1: For an odd index i the differential coeffi­
cients are not uniquely determined, though they are unique 
mod Ann (Ag(i) ) = {aEA laAg(i) = A}. Therefore the equa­
lities in (3.3) hold only mod Ann (Ag(i) ). However, if/is 
sufficiently smooth, we can choose canonical ones using the 
standard expansion of/stated later (Proposition 3.5), and if 

we understand that a/ (axi) - 1, etc., are those canonical 
ones, the equalities hold exactly. 

If there are continuous functions gi,hiEA U such that 
gi(Z) =a/(axi)-I(z) andhi(z) =aj(aYi)-I(z) forzEU, 
we say/is a G I function on U or/EG I ( U). We can also define 
G r( U), the set of r-times continuously differentiable func­
tions and GOO (U), the set of infinitely differentiable func­
tions on U (see Ref. 1). 

From the definition we readily have the following. 
Proposition 3.2 (Chain Rule): Let K be another G set 

and W= (wklkEK): U--VeW=A K be a G I mapping, 
wherewkEG I( U) such thatwk(z)EAg(k)' Thenfor/EG I( V), 
thecomposition/(w(z») of/and wbelongs toG I( U) and the 
equalities 

1703 

aj(axi) -I = I(a/(auk) -I auk(axi)-I 
k 

+ a/ (avk) -I avk(axi) -I), 

a/(ai) -I = I(a/(auk)-I auk(ai)-I 
k 
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hold on U mod Ann (Ag(i) ), where Wi = ui + ivi. 
An element a of A is expressed as 

a = Ia".Mu" ®vM , aEGo, MeL. 
".M 

(3.4 ) 

For aEA given as (3.4), its body b(a) and soul sea) are 
defined by 

b(a) = I a",0 U" ® 1, sea) = I a",Mu" ®VM' 
aeGo aeGo• M 7=0 

Note that a is invertible ifit has nonzero homogeneous body, 
while the soul of a is nilpotent. Moreover, for a domain U we 
define b(U) = {b(z) = (b(zl), ... ,b(zP+q»)lzEU} and s(U) 
= {s(z) = (S(ZI ), ... , s(zP + q) )IZEU}. 

For a subset A' of A define Sav(A ') = ~M C®vM , 

where M ranges over all subsets in L such that vMA '#0. 
Then we have A = Ann(A ') $ Sav(A '). 

Proposition 3.3 (Taylor's expansion): Let Ube a domain 
of Z and let w = (Wi) be in the soul s(Z) of Z. Let/EGoo (U) 

and suppose z + (JWEU for all (J with O<(J< 1, then 

fez + w) 

I'" 1 I/ ()-k _k i i = -- '. z w '···w ·W,···w m t' z'm,. ·zl,zkn .. ·zk , ' 
m,n=O m.n. 

(3.5) 

where z = X + iy, w = u + iv, / 'm I k. k (resp. 
X ••. X1y "'y I 

f.lm ... ."l •... x", ) is the m + n times derivative of/with respect 
im i k. k ( im i -'<. --k) d (. .) to X , ... ,X ',y , ... ,Y' resp. z , ... ,z ',z , ... ,z' an IW .. ,lm 

(resp. (kl, ... ,kn )] ranges over 1 m (resp. In). 

Note that only a finite number of the summands in (3.5) 
are nonzero because the Wi are nilpotent. 

Some formulas are more convenient if they are ex-
. ... . .' 

pressed in Zl and Zl = (Zl) * = U _ 2g(i) Z' instead of in Zl and Zl 
[recall (2.15) ]. We define a/ (at") - 1 to be the constants Pi 
satisfying 

/(zo+z) -/(zo) = I (aii+Pi~i) +o(llzlI) 
iEl 

asz--O, here a i = a/cat) -I. Then we have 

a/(at',) -I = a/(azi) -IU2g(i) (3.6) 

and the Taylor expansion (3.5) of/is rewritten as 

• . • j' i Xw)'···w "Wi, .. ·w m • (3.7) 

For later use we prepare the following proposition. 
Proposition 3.4: Let / be homogeneous of grade aEG. 

Then we have 

a/*(at") -I = u(g(i),a - g(i»)(a/ (at) -1)*. 

Proof: From the definition of differentiation 
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(a/(ai)-I)* is equal to the left derivative (ar)-I)/* a, 
which is equal to a( - a + g(i),gU»)a/*(at") -I. Hence the 
desired equality holds. 

To distinguish even and odd variables, we introduce 

where 

p ( /;1"""i,;1:" .]f: k .... k.;l~··./f) (b(z)}) 

is the projection of 

/(I"''''i,;1:'' .Jt:k .... k,;lr ... /f) (b(z») 

to Sav(A '), where 

A' = Ag(lm) ., 'Ag(l,) Ag(jn) .. 'Ag(j,)s(Ag(k,» 

.• 'S(Ag(k,) )s(Ag(l,»" ·s(Agu,»· 

If we set 

f.i ... j •• "']f(z) 
m t,Jit 

XS(;I,) ... s(il,)s(i") .•. S(Zk,). 

we have 

/(z.~) = "" J; ... j ....... (z) 
"'" '" hJ" JI 

X;}" . .;jn~i, ... ~lm. 

For a G set I = {i1 .... ,in} with il < ... < in' we define a G set 
1* = {l-:" , ... ,iT} in which the grade of if is - g(ij) and 
'-:" < ... <"1'. There is a natural mapping *: / ...... I" given by 
(i) ) .. = Ij. For a subset M of /, M" is the image of M under 
the mapping *. 

For M = {il < ... <im}CIl>~il" .~'misabbreviatedas 
~M. Now we get the following proposition. 

Proposition 3.5 (Standard expansion): Let Ube a satu­
rated domain of Z andjEG"" (U). Then/can be uniquely 
expressed as follows: 

/(z.~) = 'L/M;N0 (Z)(~N)*~M, (z,~)eU. (3.9) 

where M and N range over all subsets of II, and 

(i) /M;NO (z) is a Gao function on Uo, 

(ii)/M;NO (z) belongs to sav(rr Ag(i)' rr A g(}») 
iEM JEN" 

for all zeb ( U). 

The expression (3.9) in Proposition 3.5 is called the 
standard expansion of f. The function ~,;Ir appearing in 
(3.9) is called the top of f. The canonical derivative 
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I 

new symbols ~} for the odd variables z1 
(j = P + 1, ... ,p + q). Let Ube a saturated domain in Z, that 
is, U = Ii = U + s(Z) and / be in G'-> (U). By Taylor's 
theorem we have 

(3.8) 

I 
a/ (a~i ) I of/with respect to ~ I with iel I U/ r is defined by 

I -I "" I' ,.N'.,.M' a/(a~) = €M;NO ~JM;N0 (z)(!:> )!:> , 

where M' = M - {i}, N'· = N* - {i}, and (~N)"~M 
,.N' *,.M',.I = €M;N° (!:> )!:> !:>. 

The G 00 function/ is called analytic if a/ (a '1) -I = 0, 
or equivalently, a/ (al''') -I = 0 for any ielo. Then,f is ana­
lytic if and only if/M;NO (z) is analytic for any M,NCII in 
(3.9) .. 

Remark 3. 6: A G 1 function/satisfying a/ (a z) -I = 0 is 
not necessarily analytic. Let A be the usual Grassmann 
algebra generated by two odd elements v and w over C. 
Define a function / in one odd. variable S as follows: For 
S = av + bweA 1 with a,beC, /(S) = abvw. Then for 
So = aov + boweA l' we have 

/(So+s) -/(so) = (ao+a)(bo+b)vw-aohovw 

= (aoh + abo)vw + o(s) 

= (aov - bowls + o(s)· 

This implies a/ (as) -I = av - bw and a/ (p.~) -I = O. 
However, a/ (as) -I is not differentiable, and hence/is not 
G 2

• 

Let Z" = A 10 be the superspace indexed by I", which 
we call the dual superspace of Z. There is a natural mapping 
*: Z-+Z* given by i = (#+q, ... ~l). For a domain U of Z, 
the image U" of U is a domain in Z *. 

Definition 3. 7: The subset U X b U" = {(z,z*) Iz = (i) 
eU, z* = (l''')eU· and b(it) = b(r), i = l, ... ,p + q} of 
U XU'" is called the doubling of U and denoted by dbl( U). 
Here Uis embedded in dbl( U) by the mapping t which sends 
z to (z~). A functionf(z,z*) defined on dbl(U) is right 
differentiable at (zo~)' if there are constants a j ,,8 jeA such 
that 

/(zo + z,z~ +z*) - /(zo,z~) 

= 2.: (ali + PliO) + o( Ilzll + liz· II ) 
leI 

as (z,z*) ....... 0, for (z,z*)edbl(Z) with (zo + z, z~ + z"') 
edbl(U). Wewritea j =a/(ai)-I andPI =a/(az''')-I. 

Some formulas discussed above hold also for functions 
on the doubling of Z and we list them below. 

Proposition 3.B (Chain Rule): Let U' be a domain of 
dbl(Z). Let K be another G set and (w,w*) = (wk Ik 
eKUK"'): U' ...... V'Cdbl(W) =AKXbAK* be a G 1 map-
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ping, where wk and wk * are G I functions on U' such that 
wk(z,z*)EAg(k) ' wk*Cz,z*)EA g(kP and b (wk(z,z*»)* 

b(wk*Cz,z*»). Then for /EGJ(V'), the composition 
/(w(z,z*), w* (z,z*») of/and (w,w*) belongs to G I (U') and 
we have 

J/(Jzi) I = I (J/CJwk)-l JWkCJzi) I 

k 

+J/(JWk*)-1 JWk*CJzi) I) 

mod Ann (A gU) ) and 

J/(Jzi*)-I=I(J/(Jwk ) I JWkCJzi*) I 

k 

mod Ann (A _ g(i) ). 
Proposition 3.9 CTaylor's expansion): Let (w,w*) be in 

the soul sCZ XbZ*) s(Z) xs(Z*) of dbl(Z). Suppose 
(z + Ow, z* + Ow*) is in U', a domain in dbl(Z) , for all 0 
with 0.;;;;0.;;;; 1. Then for a G 00 function on U' we have 

00 1 
/(z+w,z*+w*)= I --If .* J"(z,z*) 

m,n = 0 mIn! z'm .. ·z"z}n, 'z 

Proposition 3.10: Any G 00 function/ (z) on a domain U 
of Z is uniquely extended to a G 00 function on dbl ( U). Con­
versely, the restriction of a G 00 function on dbl ( U) to U is a 
G 00 function on U. Therefore we have 

GOO (U) ~ G 00 (dbl( U»). 

Proof: Since any G 00 function on U can be expressed as 
C 3.8), it is extended to dbl( U). 

Proposition 3.11 (Standard expansion): Let Ube a satu­
rated domain of Z and/EG 00 (dbl( U»). Then/can be unique­
ly expressed as follows: 

/ (z,z* ,;,; *) 

= I/M;N* (z,z*); N*;M, (z,z*,;,; *)Edbl( U), 

(3.10) 
where M and N range over all subsets of II' and 

(i) /M;N* (z,z*) is a GOO function on dbl( U)o 
dbl( Uo), 

(ii) /M;N* (z,z*) belongs to sav(rr Ag(i) . rr Ag(j») for 
iEM jEN* 

all (z,z*)Eb(dbl(U») = {(z,~)lzEbCU)}~b(U). 
The expression (3.10) in Proposition 3.5 is called the 

standard expansion of f The function ~l* appearing in 
" I 

C 3.10) is called the top off 
Remark 3.12: If/ (z) EG 00 ( U) is an entire function of x 

andy, that is, it has a Taylor expansion with infinite radius of 
convergence, then it is extended to a G 00 function on Z X Z *. 

I 
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IV. INTEGRATION AND CONSISTENCY THEOREM 

Before we define integration on a general superspace, we 
introduce integration on the body. 

Let Z be the supers pace given in the preceding section. 
With a point z = (z\ ... ,zP,O, ... ,Q) ofthe body b(Z) of Z we 
associate the point z = (ZI, ... 7') of the complex p-dimen-
sional space CP such that Zi = ZiUg(i) , ZiEC. Let Vbe a domain 
in the body bCZ). Then 17= {ZIZEV} is a domain ofCP. Let/ 
be an A-valued function defined on V. Then / is written 
uniquely as 

/Cz) = I/a.M(Z)U" ®vM , ZEV, 
a,M 

where aEGo, MeL, and /a,M(Z)EC. The functions fa,M 
which are defined by 

fa,M (z) = /a,M (z), ZEV, 

are C-valued functions on the domain V. 
Definition 4.1: Let/EA vbe an integrable function, that 

is, all thefa,M are integrable on 17. We define 

r /(z)dzdz* = (- 20P I Cf",M(X,y)dxdyua ®VM ' Jv a,M Jv 
where Zi = Xi + ij/. 

Definition 4.2: Let J be a G set and w = (wi) be a C I 

mapping from V toA J • Forconvenience,JUJ denotes theG 
set defined by the disjoint union of J and its copy. The 
(JUJ) X (lUI) matrices 

D (U,V») = (D(ulx) D(UIY») 
(x,y) VJ(vlx) D(vly) 

= ((JUjCJxi) -I) (Juj(Jyl) I)) 
(JvjCJxi) -I) (Jvj(J/) I) , 

D( CW,W») = (DC~/z) DC~/~») 
(z,z) VJ(wlz) DCwl z) 

= ((JWj(JZi)-I) (JWj(JZi)-I)) 
(Jwj(Jzi)-I) (Jwj(Jzi)-I) ' 

and the (JUJ*) X (lUI*) matrix 

(
w,w*») (D(wlz) D(WIZ*») 

D (z,z*) = VJ(w*lz) D(w*lz*) 

(
(JWj(Jzi) -I) (Jwj(J zt*) -I)) 

= (Jz1;j(Jzi) -I) (Jz1;j(a Zi*) -I) 

are called the Jacobian matrices for w. If J is even and 
II 1= IJ I, the determinants of D(Cu,v)/(x,y»), D(w,w)1 
(z,z»), and D (w,w* )/(z,z*») are called the Jacobians for w, 
and are denoted by ~(u,v)/(x,y»), ~(w,w)/(z,z»), and 
~(w,w*)/(z,z*»), respectively. 

Fora while IandJwill be even Gsetssuchthat II 1= IJ I· 
Proposition 4.3: Under the situation in Definition 4.2 we 

have ~(w,w)/(z,z» = ~(u,v)/(x,y»). 
Proof' By (3.3) we get 
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Applying the elementary transformations (see the Appendix, Proposition A.l ), we can calculate as follows: 

Let 

D(U,V») = (D(ulx) D(UIY») 
(xJi) W(vlx) D(vly)' 

where D(ulx), etc., are the ordinary Jacobian matrices. 
Proposition 4.4: Under the above situation we have 

D(u,v)/(xJ'») = UJUJD(u,ii)/(xJi»)U iu}, 
where 

(UJ 0) 
UIUJ = 0 U

J 

and UJ is al XI matrix given by ( UJ H = 8 {ug(j) (j is the 
G set obtained from I by redefining the grade of every ele­
ment of I to be 0). Moreover, we have 

A(u,v)/(xJ'» = (det UJ )2A(u,v)/(xJi»(det UI )-2, 

and, in particular, if I = I, then we have 

A(u,v)/(xJ'» = A(u,v)/(xJi»). 
Proof: Since u1 (z) = u} (z) ug(}) and z! = rng(i) we get 

1 i -1 au} 1 
au (ax) = (}Xi Ug{}) Ug(l) 

by the definition of djjferentiation. This implies D(ulx) 
= UJD( ulx) U 1- I and thus we obtain the first equality. By 
the multiplicative property of determinant we get the other 
equalities. 

Proposition 4.5: Under the above situation we have 

A(w,w*)/(z,z*») = A(u,v)/(xJi»). 

Therefore A( (w,w*)/(z,z*») is a real number. 
Proof: Note that UI U J is an I Xl matrix of which (i, k) 

elementis8~u2g(/)' By (3.6) we have 

D( (W,w*») 
(z,z*) 

( 
D(wlz) D(WIZ)UIUJ) 

= (UJUJ)-lD(wlz) (UJUJ)-ID(wlz)UIUJ 

= (~ (UJ~J)-l)DC~~) )(~ UI~J)' 
Therefore we get 

A( (w,w*)/(z,z*») 

= det(UJUJ)-IA(w,w)/(z,z»)det(UIUJ) 

= (det UJ )-2A(w,w)/(z,z»)(det UI)~' 

because det UJ = o(g(/),g(/) - g(l»)det UI = det UI by 
Proposition A.2 in the Appendix. By Propositions 4.3 and 
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4.4, the last term is equal to 

(det UJ )-2A«u,v)/(xJ'»)(det UI )2 

= A(u,v)/(xJi». 
Proposition 4.6: Let I and lbe even G sets with II I = II I 

and Z = Al and W = AJ • Let U and Vbe domains in b(Z) 
and be W), respectively. Let w = (wi) = (u l + lvl) be a one 
to one C I mapping from U onto Y such that 
A(w,w*)/(z.z*» is nonzero. Then for an integrable func­
tion! on Y we have 

r !(w(z»)IA( (w,w*) )Idzdz* = r !(w)dwdw*. Ju (z,z*) Jv 
Proof: By Definition 4.1 and Proposition 4.5 we have 

r !(w(z»)IA( (w,w*) )ldzdz* Ju (z,z*) 

= ( - 2i)P .&cfu1a,M(U(XJi),V(xJi» 

l
lo.( (U,V») 1.3::'. d-X ~. (xJi) (M; l)'·1Ia 8VM' 

By the usual formula of change of coordinates, the last is 
equal to 

( - 2i)P)' ~ja.M(U,ii)dU dv ua 8VM ::r,Jy 

= i!(W)dWdW*. 

For an I X/matrixM = (MJ) wedefinean/*XI*ma-
trixM* by 

M*:; = o(g(j),g(i) - g(j»)(MJ)*. 

Proposition 4.7: We have 

D(w*lz*) =D(wlz)*, D(w*lz) =D(wlz*)*. 

Moreover, 

A(w*lz*) = o(g(l),g(/) -g(l»)A(wlz)*, 

A(w*lz) =0{ -g(/),g(/) +g(/»)A(wlz*)*. 

Proof: By Propositions 3.4 we obtain the first two equali­
ties. The last two equalities follow from Proposition A.3 in 
the Appendix. 

Proposition 4.8: Suppose wis an analytic mapping from 
U to Y. Then 

Proof: By Proposition 4.7 and Proposition A.4 in the 
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Appendix we have 

a( (w,w*) ) = a(g(l) , _ g(J) + g(/) la (!!:)a ( w* ) 
(z,z*) z z* 

Now, we define integration on the general superspace 
Z = AI (l is not necessarily even). Let U be a saturated 
domain in Z. We define integration on the doubling dbl ( U) 

of U as well as on U. 
Let lEA U (resp. A dbl( U) ) be a G 00 function and 

I(z,t) ='2.IMN*(Z)(t N)*t M [resp. I(z,z*,t,t*) 
'2.IM;N* (z,;*)tN*t M) be its standard expansion. Here/is 

said to have a compact support, if every IM;N* (z) [resp. 
/M;N* (z,z*») has a compact support on the body b( U) [resp. 
b (dbl( U»)). 

Definition 4.9: Let / be a G 00 function on U (resp. 
dbl( U») with compact support. The (Berezin) integralofl 
on U [resp. dbl ( U) 1 is defined as 

( I (z,t)dz dz* dt dt * = ( IIl.(z)dzdz*, 
Ju Jb(U) I. I 

( resp. ( I (Z,z* ,t,t * )dz dz* dt dt * 
Jdbl( U) 

= ( ~'I.(Z,Z*)dZdZ*), Jb(U) I. I 

where~I:IT is the top off 

Proposition 4.10: Let/be a Goo function on U and let 
dbl( / )eG co (dbl( U» be the unique extension of I to 
dbl ( U). Then the integral of Ion U is equal to the integral of 
dbl( I) on dbl( U). 

Proof: Immediate from the fact that the tops of I and 
dbl ( I) coincide on b ( U). 

Theorem 4.11: Let I and Jbe G sets and U be a saturated 
domain in Z = AI' Let (w,w*) = (wi,w i*, 11',1/') be a Goo 
mapping of dbl ( U) to dbl ( W), where W = AJ • Suppose that 
(w,w*) is one to one and its Jacobian a(w,w*)/(z,z*») is 
nonzero. Let V= (w(dbl(U»), w*(dbl(U»)) and/be a G'" 
function on V with compact support. Then we have 

( I (W,w*,rJ,rJ*)a( (w,w*) )dZ dz* dt dt * 
Jdbl( U) (z,z*) 

= £: 11 (W,W*,rJ,rJ*)dw dw* drJ drJ*, 

where a( (w,w*) I (z,z*) l is the superdeterminant of 

(
(Jwi(Ji) I) (Jwi(Ji') -I)) 
(Jw'i(Jzi) I) (Jw' i(Ji*) -I) 

and £: is 1 or -1 according as b(a(w,w*)/(z,z*»)) isposi­
tive or negative on the body b( U). 

Proof: As we did in the proof of Theorem 7.4 in Ref. 1, 
the proof of this theorem can be reduced to the following five 
cases. 

(i) wi = wi(z,z* )eb(A) for zeb( U) = b (dbl( U») 
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andjeJoUJ~, 

and rJI = t l for leJlUJf. 

(ii) wio = zio + a(z,z*) with a(z,z*)2 = 0, 

wi = zi for j =I=jo' and rJl = t I, 

(iii) wio = zio + a(z,z*)tKt L' with KUL * =l=l/J, 

KCI1, L *Clf, wi = zi forj=l=jo and rJl = t I. 

(iv) wi =zi andrJl='2.k ai(z,z*)t k
• 

(v) wi = zi, rJlo = t 10 + a (z,z* )tKt L *, where KC/ l , 

L *Clf, andKUL * =1= {io}· 

Proposition 4.6 covers case (i). In the other cases we 
can show the desired equality by direct calculations in the 
same way as in Ref. 1, and we omit them. 

Proposition 4.12: Let w = (wk
) be a G'" mapping of U 

to W. Then w uniquely determines a G'" mapping 
dbl (w) = (w,w*) of dbl ( U) to dbl ( W), and the Jacobian of 
dbl(w) is equal to the unique extension of the Jacobian 
a(w,w*)/(z,z*») ofw. 

Proof: Clear from Proposition 3.10. 
Combining Proposition 4.10, Theorem 4.11, and Propo­

sition 4.12 we have the following theorem. 
Theorem 4.13: Let I and Jbe G sets and Ube a saturated 

domaininZ = AI' Letw = (Wi,rJ /) beaG 00 mappingofU to 
W, where W = AJ • Suppose that w is one to one and 
a(w,w*)/(z,z*»)=I=O. Let V= w(U) and/be a G'" func­
tion on V with compact support. Then we have 

( l(w,rJ)a( (w,w*) )dz dz* dt dt* 
Ju (z,z*) 

= £: J/(W,rJ)dW dw* drJ drJ*, 

where £: is 1 or - 1 according as b(a(w,w*)/(z,z*»)) is 
positive or negative on the body b ( U). 

Remark 4.14: If the mapping w is analytic in Theorem 
4.13, then by Proposition 4.8 we see £: = 1. 

APPENDIX: SOME PROPERTIES OF DETERMINANTS 

LetIandJbe Gsets such that II I = 1-' I and/UJiseither 
even or odd. Let M be an I X J matrix over A. 

Proposition A.l: Suppose i l and i2 (resp.jl andj2) are 
different elements in I (resp. J) such that g(i I) = g(i2) 
[resp. g(jt) = g(j2»)' Let N be an I XJ matrix such that 
Ni'=Mi'+kM i, (resp. N i =Mi +kMi) and 

J J J h h " 

Nj = Mj for i=l=i2 (resp.j=l=j2)' where kE<C. Then we have 

detM=detN. 

Proof: Easy from Proposition 3.5 and Proposition 3.15 
of Ref. 6. 

Proposition A.2: We have 

det M T = a(g(l),g(J) - g(l) )det M. 
Proof: See the proof of Proposition 3.13 in Ref. 6. 
We define an I * X J * matrix M * by 

M*j: a(g(j),g(i) g(j»)(Mj)*. 
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Proposition A.3: We have 

detM* =q(g(J),g(/) -g(J»)(detM)*. 

Proof: We shall prove the assertion in the case where 
IUJ is even. Let A [y,y*] be the algebra over A generated by 
yi withj€.TUJ * subject to the following commutation rela­
tions (generalized Grassmann algebra over A): 

yiyk = _ q(g(j),g(k)}pky j, j,k€.TUJ*, 

ayj = O'(a,g(j) }pia, aeG, aeAa , j€.TUJ *. 
The transposition * of A is extended to A [y,y*] by 

(yi)* =yj*, (yJ")* =yj for j6l. 

A bijection 1T: I .... Jis extended to a bijection 1T: lUI * ..... JUJ * 
by 

1TU*) = 1T(i) * for iel. 

Now we can perform calculations as follows: 

detM* II yj* 
j*eJ* 

- ~ II M*'" y1T(I*) - ~ II y1T(I*)(M i . )* - .£..i 1T(i*) - .£..i 1T(') 
1r i-e/- 'IT i*el* 

= (f!l M~(i) y1T(I))* 

= (detMIIyj)* = II yJ"(detM)* 
jeJ j*eJ* 

=q(g(J),g(I) -g(J»)(detM)* II yJ". 
j*eJ* 

This shows the desired equality. The odd case can be proved 
similarly. 
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Proposition A.4: Let II' 12, J I, and J2 be G sets such that 
i < k for iell and kel2, j < I forj€.T1 and 1€.T2 and 1111 = IJII. 
Suppose I = II UI2 and J = J I UJ2 and let A, B, C, and D be 
II XJI' II XJ2, 12 XJI, and 12 XJ2 matrices, respectively. 

LetMbeanl XJmatrixgivenbyM= (t. ~). IfB = 0 
orC=O, then 

detM=o(g(JI),g(/2) -g(J2»)detA detD. 

Proof: Taking indeterminates yi satisfying suitable q­

commutativity, we have from the definition of determinant 
that 

det MIl yi = L II M ~(i) y1T(i) 
jeJ 1T /el 

= L (rr A :"'(i) y1T'(i) II D~(k) y1T'(k») 
1T' ~ keI, 

= detA IIyj detD IIyi 
jeJ, jeJ, 

= q(g(j1),g(/2) - g(J2»)detA detD IIyj, 
jeJ 

where 1T' ranges over all the bijections from I to J such that 
1T' (i)€.TI if iell and 1T' (i)€.T2 if iel2. The desired equality fol­
lows. 
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Cohomology in connection space, family index theorem, and Abelian gauge 
structure 
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Using the natural connection form on a principal bundle P(M,G) and the bundle m:(m:/ /Y,/Y) 
a systematic derivation of the double-cohomological series constituted by the exterior 
differential d on space-time M and arbitrary, horizontal, and vertical variations in connection 
space is given, The relationship between these cohomologies and the family index theorem is 
clarified. The formalism is then used to analyze Abelian gauge structure inside non-Abelian 
gauge theory. The pertinent functional U( 1) connection form, curvature form, and three-form 
"curvature" are identified and computed, and are related to the e vacuum, anomalous 
commutation relation, and Jacobi identity, respectively. Some of the results differ from those 
obtained by Wu and Zee [Nucl. Phys. B 258, 157 (1985)] and Niemi and Semenoff [Phys. 
Rev. Lett. 55, 227 (1985)] and the results ofthis paper recover theirs under certain conditions. 
Finally the generalization of the formalism to a nontrivial principal bundle by introduction of a 
fixed background connection form is discussed. 

I. INTRODUCTION 

Recently there has been active interest in anomalies l
-
s 

in quantum theory. The cohomology of Lie algebras and Lie 
groups has been discussed by a number of authors. Bonora et 
al.,6 Stora,? and Zumin08 give the descent equation of the 
gauge algebra Do and the exterior differential d. Faddeev9 

discusses the double-cohomological series of the transforma­
tion t::.v of the gauge group and d. Zumino lO shows that the 
cohomology of the gauge group can be reduced to that of its 
Lie algebra. 

If we describe the connection space m: as a fiber bundle 
with m:/ f1 as the base and f1 as the structure group, the 
variation 00 (t::.v) is the one along the fiber f1. The corre­
sponding cohomology is called the vertical one. On the other 
hand, Gelfand II and Faddeev et al. 12 introduce the horizon­
tal variation 0 h (t::. h ) along the base m:/ f1 , and establish the 
descent equation of Oh (t::.h) and d. We call the cohomology 
associated with Dh (t::.h) the horizontal one. In addition to 
these cohomologies, Guo et al. 13 first discuss the cohomolo­
gical series of d and the interpolation variation in the connec­
tion space m:. 

However, few attempts have been made to study the 
relationship between the horizontal and vertical cohomolo­
gies, which seem to be different. Faddeev l2 and Hou et al. 14 

claim that they have given the relationship between these 
cohomologies. Since the operations of t::.v and t::.h do not 
match each other, the relation they obtain in their paper is 
very complicated and not obvious. A deep understanding of 
the relationship between horizontal and vertical cohomolo­
gies is still lacking. In addition, one may ask the following 
question: What is the relationship between these cohomolo­
gies and the family index theorem? 

This paper is a modest attempt to try to answer these 
questions. Using the natural connection form on a principal 
bundle P(M,G) and bundle m:(m:/f1 ,f1) we deal with an 
arbitrary variation D, a horizontal one Dh , and vertical one Ov 
in a unified point of view. We also give a systematical deriva-

tion of the generalized finite double-cohomological series in 
the space of all connection forms. We show very simple and 
obvious relations between horizontal and vertical cohomolo­
gies and, in particular, between these cohomologies and the 
family index theorem. IS

,16 

As an application of our formalism, we examine the 
Abelian gauge structure inside non-Abelian gauge theory. 
This has been discussed first by Jackiw l7 and then by Wu et 
al. 18 and Niemi et al. 19 They compute the functional U( 1) 
connection form and curvature form on connection space by 
using the path integral formulation, the Hamiltonian formu­
lation, and the 77 invariant of Dirac operator, respectively. In 
this paper we obtain the results in their works in a different 
way by using the family index theorem and cohomology in 
connection space. We also obtain some new results that re­
duce to those in Refs. 18 and 19 under certain conditions. 

This paper will be organized as follows: In Sec. II we 
discuss three kinds of cohomological series on connection 
space, the family index theorem, and the relations among 
them. In Secs. III-V, we present the application of our for­
malism to examining Abelian gauge structure inside non­
Abelian gauge theory. Section VI is devoted to the general­
ization of our formalism to nontrivial principal bundle. In 
Sec. VII we give some conclusions and discussions. 

II. THE FORMALISM 

Consider connection forms on compactified Euclidean 
space-time M. We shall first assume the principal bundle 
P(M,G) has trivial topology, i.e., P = M X G, where G is a 
semisimple Lie group. (The case that principal bundle is 
nontrivial will be discussed in Sec. VI.) Let m: be the set of all 
such connection forms, m: = {A (x)}. Let f1 be the gauge 
group, i.e., thesetofmapsg:M->G(x~g(x)l, f1 = {g(x)}. 
Let m:/ f1 be the corresponding orbit space, that is, the set of 
different orbits. Because f1 is nontrivial, m:/ f1 has a topol­
ogy. In fiber bundle language, the connection space m: may be 
described as a fiber bundle with m:/ f1 as base and f1 as struc-
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ture group, F()llowing Stora, 7 we can locally parametrize ~ 
by 

(2.1) 

where a represents an orbit. Then a cotangent vector in ~ is 

BA =g-lBag -DA (g-IBg) with DA =d + [A, ]. 
(2.2) 

We can introduce on 2r the connection form 

d= -GADA+BA with GA=(D}DA)-I (2.3) 

so that 
dlftber =g-lB.g. (2.4) 

Here ,sA can be decomposed into a horizontal compo­
nent BhA and a vertical one ,s.A, 

BhA = (1 - DA GAD A+ ),sA, 
(2.5) 

B.A =DAGAD }BA = -DAd. 

The total connection form over M X ~/ f1 at 
(g(x),g(' );x.A ) is 

A + d =A - GAD A+BA. 

The corresponding curvature form is 

Y = (d + B)(A + d) + HA + d.A + d] 

=F+,shA + (Bd + d 2
) 

=F+ (Y): + (Y)~, 

(2.6) 

(2.7) 

where F = dA + HA.A] and ( ) J stands for a j-form on P 
and i-form on ~. , 

The bundle and connections can be pulled back onto 
M X ~/ f1. According to the family index theorem, IS the 
characteristic classes on 2r/ f1 are expressible as integral of 
the higher clasSes on M X ~/ Y over the base M: 

Qk(M) = IMP'}." (Y"), (2.8) 

forms of degree k on 2r/ f1, where P2" (Y") is an n-rank 
invariant polynomial in Y and the dimension of M is 
(2n - k). We can choose locally horiZontal gaugel2 

D} BA = 0 such that d = O. It is convenient to define space 
in which d = Oas 21/f1. So,fromBq~ 12.7) we obtain Yin 
horizonW gauge and we denote it by !Jr, 

A 

Y =F+BhA = (d +Bh)A + HA.A]. (2.9) 
A A ~ 

The Bian'chiidentityDhY= (d + Bh)Y + [A,J] = Oim-
plies that 

A 

(d +,sh )P'}." (Y") = O. (2.10) 
A 

Expanding the P'}." (Y"), 

P'}." (Y") = ¥ q~"-k (F,,shA ), 

we have the following descent equation: 

dq~" (F,BhA) = 0, Bhio"(F,,shA) = 0, 

d~"_k(F,,shA) = -Bhq~..-lk+1 (F,BhA). 

(2.11) 

(2.12) 

Introducing integration over an arbitrary nonclosed k­
chain Akin Wi f1 , 

A Ak L k Q'}.,,_k(A ) = q'}.,,_k(F,BhA) 
Sk 

(2.13 ) 
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and over an arbitrary (2n - k) -chain Cln _ k in space-time 
M, 

Qk(CZ"_k) = i q~"_k(F,,shA), (2.14) 
C

2IJ
_ k 

we obtain the following finite double-cohomological series 
front Eq. (2.12) and the Stokes theorem: 

dQZ,,_k_1 (Ak + I) = - Q'}."_k(ahAk+ I), (2.15a) 
~ QA k _ 1 Ak a 
Uh (Cln-k+d = -Q (C2n -k+d. (2.1Sb) 

Here ah denotes the boundary operation in ~/ f1. The Chern 
classes associated with the family index, when a locally hori­
zontal gauge is chosen, are given by Eq. (2.14) and satisfy 
the descent equation (2.15b) for horizontal variation B h and 

A 

exterior differential tl. Note that when A is a simplex, Eq. 
(2.1 Sb) reduces to the double-cohomological series given by 
Faddeev.12 

It follows. from Eq. (2.1Sb) that 

BhQk(M2n _ k ) =0, when aMin_k =0. (2.16) 

However, Q k(M2n _ k) "I=Bh (something) because ofnontri­
viality of the base space ~/ Y. 

The Chern classes Q k(Mzn _ k)' which are k-forms on 
2r/ f1 , can be lifted to k-forms Q k(M2n _ k ) on ~. In order to 
do this, we first lift the q~n _ k (F,BhA) to ~ and obtain 

z 
q~"-k(Y") = L P2"(Y)L/,, ... ,(Y)~·-t.l. 

11 •••• ,1,,=0 

1,+'" +I.=k 
(2.17) 

InvarianceoftheP2" (Y"), i.e., (d + B)P2" (Y") = 0, gives 

dq~" (Y") = 0, Bq~n(y") = 0, 

dq~"_k (Y") = - Bq~,,-_Ik+ I (Y"). 

We can thus construct k-forms on ~, 

Qk(C'}.,,_k) = i q~"-k(Y")' 
CZ,._k 

and (2n - k)-forms on M, 

Q2,,_k(Ak) = r q~"-k(Y")' JAk 

(2.18) 

(2.19) 

(2.20) 

where the C'}." _ k are arbitrary (2n - k)-chains in space­
time M and A k k-chains in ~. We can easily show from Eq. 
(2.18) and the Stokes theorem that 

dQ'}.,,_k_dAk+ l
) == -Q2,,_k(aAk+ I), (2.21a) 

BQk-I(C2,,_k+ I) = - Qk(aC2,,_k+ I)' (2.21b) 

These are double-cohomological series in the space ~. 
According to the family index theorem, IS the 

Qk(C2,,_d, defined on~, defines a k-form on ~/Y. This 
can be proved7 by checking that the term - D A (g-IBg) in 
BA does not contribute to the result (up to d of some form) if 
we look at the nonintegrated q~" _ k (Y"). This observation 
is important when we exmine the global property ofhorizon­
tal cohomology. 

We obviously have from Eq. (2.21) 

BQ k(M'}." _ k) = 0 when aM2" _ k = 0, (2.22) 

which shows that the Q k(M'}." _ k) are cocycles on ~. The 
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Q k(M2n _ k) are also exact since 2[ has no topology, that is, 

Qk(M2n _ k ) =OOk-I(M2n _d. (2.23) 

Here Ok - 1 (M2n _ k) can be determined as follows: Since the 
principal bundle has trivial topology, we obtain from the 
relation that 

(d + O)P2n (yn) = 0 

that 

(2.24) 

Here W2n _ 1 (A + .s£) is given by the well-known transgres­
sion formula due to Chern, 

W2n _1 (A +.s£) = n f dt P2n (A + .s£,y~-I) (2.25) 

with Y, = tY + (t 2 - t)(A + .s£)2. 
Integrating Eq. (2.24) over M 2n _ k without boundary 

and then comparing it with Eq. (2.23) we obtain 

Q k(M2n _ k) = ( q~n _ k (yn), (2.26) JM2n _ k 

Ok-I(M2n _ k ) = (W~n-_\(A;.s£), (2.27) 
JM211 _ k 

where w~n _ k (A;.s£) stands for the (2n - k,k - 1) compo­
nent of the W2n -I (A + .s£). 

When limited to fiber, Eq. (2.24) becomes 

P2n (,9-n) = P2n (Fn) = (d + ov)w2n _ 1 (A + v), 
(2.28) 

where use has been made of the following facts: 

.s£lfiber =.# =g-lovg=V, Ylfiber =,9- =F, 

W2n -I (A + .s£) I fiber =W2n _ 1 (A + v). 

Expanding the w2n _ 1 (A + v) in v: 

w2n _ 1 (A + v) = L w~n - k (v;A ). 
k 

We obtain from Eq. (2.28): 

dW~n_dv;A) =q~n(Fn) =P2n (F n), 

ovw~n - 1 (v;A) = 0, 

ovw~n-_\ (v;A) = - dW~n_ k-I (v;A). 

Introducing the integrations 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

where the r k are arbitrary k-chains in [1, we have the fol­
lowing finite double-cohomological series from Eq. (2.31) 
and the Stokes theorem: 

v k v a k d02n _ k _ 1 (r ) = - 02n _ k ( v r ), (2.34a) 
v

k
_

1 
v

k OvO (C2n - k ) = - 0 (aC2n _ k ), (2.34b) 

where av stands for the boundary operation in [1. When r k 

is a simplex, Eq. (2.34a) reduces to the av - d series given 
by Faddeev.9 

Now the relation between the horizontal and the verti-
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cal cohomologies, and in particular between these cohomo­
logies and the family index theorem, may be formulated: 
Introduce integrations 

a(r\C2n _ k _ l ) = ( Ok(C2n _ k _ I ), (2.35) 
Jr k 

Q(ak+ I,C2n _ k _ l ) = ( Qk+ I(C2n _
k

_ I ). (2.36) 
J~k+l 

We choose the (k + I) -chains a k + 1 in such a way that their 
boundaries belong to [1, i.e., aa k + 1 = r kl::[1, and the pro­
jection of a k + 1 into 2[/ [1 is a k-dimension.al sphere Skin it. 
Noticing that 

Ok(M2n _ k _ I) I fiber = D,k(M2n - k - 1 ), 

we can easily show by means of Eq. (2.23) that 

Q(ak+ I,C2n _ k _ l ) = a(r\C2n _ k_ I ), 

and, in particular, 

tr"+ 1(2[/[1) = Q(ak + I,M2n _ k _
l

) 

= a(rk,M2n _ k- I) = 1Tk( [1). 

(2.37) 

(2.38) 

(2.39) 

We have thus linked the horizontal and vertical cohomolo­
gies with the family index theorem. 

The above analyses are general and abstract. To further 
understand the formalism requires a concrete calculation, 
which we will carry out in the following sections. 

III. U(1) CONNECTION FORM ON 2[ AND 9 VACUUM 

As a first application of the above formalism, we consid­
er the (3 + 1) -dimensional gauge theory without non-Abe­
lian anomaly.20 Fix gauge Ao = 0 and consider the space 2[3 

of all static gauge field configurations A f (x). In the Schro­
dinger formulation the wave functional is t/'[A]. The Gauss 
law 

Di (8/oA f)t/'[A ] = 0 (3.1 ) 

can be used to eliminate the residual static gauge freedom, 
Di (%A n is an infinitesimal generator of the gauge trans­
formation. In the homotopically trivial case a finite gauge 
transformation can be obtained from an infinitesimal one. 
Therefore the Gauss law means that the wave functional 
tf[A] is invariant under "small" gauge transformations. 
Here the so-called small gauge transformations are those 
that can be obtained from the identity by infinitesimal ones. 
We know that there are "large" gauge transformations that 
cannot be obtained in this way in the homotopically nontri­
vial case. The wave functional is not invariant under large 
transformations 

tf[Ag] = einl9t/' [A ] (Ag=g-IAg+g-1dg). (3.2) 

From the discussions in the above section we can easily 
compute the one-form on 2[3/[13: 

Q I(S3) = ( q~ (F'Oh A ) 
Js' 
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A 

which is closed, i.e., ~hQ I(S3) = 0, but not exact. We can 
A 

lift Q I(S3) and obtain a one-form on ~e: 

Q I(S3) = f q~ (y2) JS3 

= - ~ f tr«Y):F) + tr(F(Y)l) 
811" JS3 

= - ~ 13 tr(F(Y)l) 

= - ~ 13 tr(F~A). (3.4) 

We can explain Q I(S3) as a U( 1) connection form on 
m:3. The corresponding curvature two-form is 

~Ql(S3) = - ~ 13 tr(~A~A) 
= ~ 13 tr(~ADA (~A») 
= ~ f d(tr(~A~A»=O. (3.5) 

211 JS3 
Therefore the field strength form of the U( 1 ) potential form 
is zero. Equations (3.4) and (3.5) are the U( 1) connection 
and the curvature form given by Wu andZee, 18 respectively. 
We have obtained these anew using our formalism. 

Since base m:3 has the trivial topology, Eq. (3.5) means 
that Q I(S3) is also exact on m:3, i.e., 

Q I(S3) = ~,oO(S3) (3.6a) 

with ,oO(S3) given by Eq. (2.27): 

,o°(S3) = f (()~ (A + d) JS3 

= - ~ 13f dt(tr(A + d)Yt»~ 

= _ ~ f tr(AdA + ~ 3). (3.6b) 
811" JS3 

Thus the connection form Q I(S3) is a pure gauge. 
Now we consider integration of the potential one-form 

Q I(S3) over an open path III in m:3. Let its boundary be two 
points A B q,nd A on the same gauge orbit. Then from Eq. 
(3.6), 

i Q I(S3) = i ~,oO(S3) = f ,oO(S3) = f ,oO(S3) 
b,' b,' Jab,' Jr" 

= __ 1_ f (tr(A B dA B + 1(A B)3) 
8"r JS3 

- tr(A dA + ~ 3» 

= __ 1_ f tr(g-1 dg)3 = Z. (3.7) 
24"r JS3 

The above equation is an explicit manifestation of the rela­
tion 1Tl (m:3 / y 3) = ~ ( y 3) = Z, which shows that there ex­
ist noncontractible loops in m:3/ y 3. We thus have vortex 
field in m:3/ y 3, in agreement with the conclusion in Ref. 18. 

If we define 
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CP[A] is gauge invariant from Eqs. (3.2) and (3.7). How­
ever, in quantum theory a phase change in the wave func­
tional corresponds to a canonical transformation,17 which 
will induce a change in the Lagrangian by a total, derivative, 
and therefore leads to the vacuum () angle in the Yang-Mills 
Lagrangian. 

IV. U(1) CURVATURE FORM AND ANOMALOUS 
COMMUTATOR ON m: 

In this section, we shall consider non-Abelian gauge the­
ory2l definedonspace-timemanifoldS 3. WeshallfixAo = 0 
and consider the infinite-dimensional affine space m:2 of all 
static gauge field configurations A ~(x). The two-form on 
m:2/Y2 is 

(22(S2) = f q~(F'~hA) = _ ~ f (tr(F+~hA)2)i Jsz 811" Jsz 

Lifting (22(S2), we obtain a two-form on m:2, 

Q2(S2) = f qi (,72) Jsz 
= - ~ f (tr(y2»)~ = - A~ f tr(Y)~F) 

811 Jsz 't7I Jsz 

- ~ f tr«Y): (Y)l) 
811 Jsz 

= - ~ f tr(~A~A) - ~ ~ f tr(dF), 
811" Jsz 411 Jsz 

(4.2) 

which is obviously closed: ~Q 2 (S 2) = O. Here Q 2 (S 2) can 
be identified as the U(1) curvature two-form on m:2. The 
Q 2(S2) is also exact because of topological triviality of the 
space m:2: 

Q2(S2) = ~,oI(S2), (4.3a) 

where 

,o1(S2) = f (()~ (A + d) Jsz 

= - ~ 1zf dt(tr(A + d)Yt»~ 
= __ 1_ f tr(A~A) __ 1_ f tr(dF). 

8"r Jsz 4tr Jsz 
(4.3b) 

Thus we have obtained the connection one-form .0 1 (S 2) on 
m:2. Note that when d = 0, only the first term in Eq. (4.2) 
and (4. 3b) survives: This corresponds to the expressions ob­
tained by Wu and Zee. 18 

Now let us examine the integration of Q2 (S2) over a 
two-dimensional disk 112 in m:2. Assume its boundary 
all2 = r 1 is a one-dimensional loop in y2. We then have 
from Eq. (4.3) 
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1 1 VI 1 1 VI = lU 2 - lU2 
r' S2 r' S2 + -

= fro 13 a;~ - fro 13 a;~ = L. Is, a;~ = z. 
+ -

(4.4 ) 
Therefore the Chern number associated with a functional 
U( 1) connection form 0 I (S2) is an integer n, in contrast to 
the conclusion in Ref. 18. Note that Eq. (4.4) means that 
~ (m2 /,0/ 2) = 1TI ( ,0/ 2) = Z, which shows that there exists a 
noncontractible two-dimensional sphere in m2/,o/ 2. So, we 
have a monopole in the orbit space m2/ ,0/2.18 

The above system, quantized in Schrodinger formula­
tion, is the infinite-dimensional version of quantum electro­
dynamics in ordinary space, and as in the finite case, the field 
velocity operator 

Vx =Dx +O I (S2), 8x=Jd2X8A~(X) 8 , 
DA ~(x) 

(4.S) 

on m2 describes a gauge field (where X stands for sum over a, 
i, and integration over x) for an external U( I) connection 
form 0 I (S 2). The commutation relation leads to the non­
zero curvature two-form 

[Vx,vy] = 801(s2) = Q 2 (S2) 

- ~ ( tr(8A8A) __ 1_8 ( tr(dF), 
81T JS2 4~ Js' 

Q\S3) = ( q~ (3'3) = _ _ i_ ( (tr 3'3)~ 
Js' 48~ Js' 

( 4.6) 
I 

which, being independent of the dynamical variable, satisfies 
the Jacobi identity 

[Vx,[ Vy,vz]] + (perm.) = DQ 2(S2) = O. (4.7) 

Thus the translations (i.e., field velocity operators) on m2 

constitute a Lie group. However, the Gauss law fails because 
Vx satisfies anomalous commutation relation. 

V. FUNCTIONAL U(1) GAUGE THEORY WITHOUT A 
CONNECTION ONE-FORM AND THE ANOMALOUS 
JACOBI IDENTITY ON m 

We now consider (3 + 1) -dimensional gauge theory 
with non-Abelian anomaly. I Assume a non-Abelian gauge 
field is minimally coupled to Weyl fermions in a complex 
representation of some gauge group. We once again fix 
Ao = 0 and consider the infinite-dimensional affine space m3 

of all static gauge field configurations A ~ (x). Form m3/,o/ 3, 
the space of three-dimensional gauge fields modulo three­
dimensional gauge transformations. Since we are dealing 
with anomalous gauge theory, we have to consider a two­
form on m3. To this end, we first compute a three-form on 
m3 /,0/ 3. We have, from Eq. (2.14), 

This form is closed, i.e., 8hQ3(S3) = 0, but not exact. In 
order to relate to anomaly, we lift the Q3(S3) and derive a 
three-form on ~e: 

__ i_ ( tr(3'):)3 _ _ i_ ( tr(Y): (3')6 F ) __ i_ ( tr(3')6 (3'):F) 
48~ Js' 16~ Js' 16~ Js' 

__ i_ ( tr(8A8A8A) __ i_8 ( tr(F8Ad + Fd8A +FdDAd). 
48Jil Js' 16Jil Js' 

(S.2) 

This is also closed: 8Q 3 (S 3) = O. Notice that the Q 3 (S 3) is exact on m3 because of its topological triviality 

Q3(S3) = 802 (S3). ( S.3a) 

The two-form 02(S3) is given by Eq. (2.27), 

02(S3) = ( lU~ (A + d) = - _i_ ( (dt(tr(A + d)3'm~ 
Js' 16~ Js' Jo 

= __ i_ (tr(A8ADA)-_i- (tr(F8Ad+Fd8A+FdDAd)-~8( tr(d(AF+FA-~A3)). 
48~ Js' 16Jil Js' 161T Js' 2 

We can identify 02(S3) and Q3(S3) with the general­
ized functional U( 1) "potential" two-form and "field 
strength" three-form on m3, respectively. Therefore, the sys­
tem, quantized in the Schrodinger formulation, is an infinite­
dimensional version of a quantum mechanical point particle 
that moves in a background field without potential one-form 
as discussed by Hou et al. in Ref. 22. We have to deal with the 
functional U( 1) antisymmetrical tensor gauge theory23 
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(S.3b) 

I 
without potential one-form. Such a system shares many fea-
tures with quantum electrodynamics without potential in 
ordinary space-time: First there is no smooth U( 1 ) potential 
one-form on m3. Second the representation space of the 
translation group acting on m3 is not ordinary functional 
Hilbert space, and we have to introduce a membrane-depen­
dent wave functional22 on m3. So, we have the situation as in 
Mandelstam. 24 In analogy with the finite-dimensional case 
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covariant translations on m:3 are generated by the "velocity" 
operator (or so-called electric field) Ex, 19 although it is not 
a smooth functional. The commutation relation gives the 
"connection" two-form 

[Ex,Ey] = 02(S3) = - i-3 r tr(A~A~A) 
4811 Js· 

- :-31 tr(F~Ad +Fd~A + FdDAd) 
hnr s' 

- 1~ ~ i. tr( d(AF+FA - ~ A:)), 
(5.4) 

and the Jacobi identity gives the "curvature" three-form 

[Ex, [Ey,Ez ]] + (perm.) 

= ~02(S3) = Q3(S3) 

= - -. '-' 1 tr(~A~A~A) 
48'fi3 s' 

--,-' r tr(F~Ad +Fd~A + FdDAd). 
48'fi3 Js' 

(5.5) 

Note that the above anomalous terms in the commutation 
relation and the Jacobi identity differ from ones given by 
Niemi and Semenoff in Ref. 19. Our results reduce to theirs 
for d = O. 

Since the Jacobi identity fails, the covariant translations 
on m:3 are not associative and cannot form a Lie groUp.2S 
However, since~Q 3 (S 3) = 0, the electric field trivially satis­
fies the algebra identity given by the present authors26 

[Ex, [Ey, [Ez,Ew ]]] + (perm.) =~Q3(S3) = O. 
(5.6) 

As pointed out in Ref. 26, they do not form the so-called 
Malcev identity.27 

It remains to examine the global properties of the 
Q3(S3) and of the 02(S3). To this end, we integrate 
Q 3 (S 3) over the three-dimensional disk Ai3 in m:3. Select Ai 3 

so that its boundary aAi3 = r 2 is a two-dimensional sphere in 
[J 3, and its projection onto m:3/ [J is also a two-dimensional 
sphere. Then, from Eq. (5.3), 

= i 1~! -i 1~! = r r ~~ - i r ~~ = i 1 ~~ = Z, 
r'+· s' r'_ s' Jr" JD'+ r" JD' r" s· 

(5.7) 

which means that 'fi3(m:3/[J3) =r([J3) =Z. Thus we 
show that there exists a noncontractible three-dimensional 
sphere in m:3/ [J3. 

VI. GENERALIZATION TO A NONTRIVIAL PRINCIPAL 
BUNDLE 

When the principal bundle P(M,G) is nontrivial, the 
theory is slightly complicated. We choose a fixed back­
ground connection IS,28 form A on P and extend it to P X m:. 
We shall not transform A, i.e., 6A = 0 = 6hA = 0 = 6"A. 
Therefore the extension of A from P to P X m: is still A. The 
corresponding curvature form is 

(6.1) 

Equation (2.24) used in Sec. II is replaced by 

P211 (.r") - P2,n (pn) = (d + 6)lV211_1 (A + d ,A). 
(6.2) 

This can be shown easily as follows: 
= teA + d) + (1 - t)A. Then 

F, = (d + 6)A, + HAtoA,], 
ap, aAt [ aAt ] - aAt -= (d+6)--+ A,,-- ==D,--. at at at at 

The Bianchi identity is 

DtP, == (d + 6)Pt + [At.F,] = O. 

Therefore 
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(6.3) 

(6.4) 

(6.5) 

rj------------------------------------
a-II (aPt - 11 - 1) -P211 (F t ) =nP211 -,F, at at 

=nP (D aA, ,F-1I-1) 
2n t at ' 

= (d +6)nP2n ( a;t ,P:-l) 

=n(d+6)P211 (A +d -A'p:-l). 
Integrating the above equation with respect to t from 0 to 1 
gives 

P2n (.r") - P2,n (pn) 

= (d + 6)n f dt P2n {A + d -A,P:-I). (6.6a) 

Thus 

lV211 - 1 (A + d,A) = n f dt P211 (A + d -A.F:- 1
). 

(6.6b) 

Integrating Eq. (6.2) over M2n _ k without boundary, 
we still have 

Qk(M2n _ k ) =60k-l(M2n_k)' 

Here 

Qk(M2n _ k ) = r P2I1 (.rn), 
JM1._ k 

B. Hou and Y. Zhang 
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nk-I(M2n_k) = i (i)Zn r(A+d,A). (6.9) 
M

2tt
_

k 

Equation (6.2), when limited to fiber, becomes 

P1n (F") PZn (F") = (d + Ov )(i)2n _ 1 (A + v,A). 

Using the expansion of (i)Zn _ 1 (A + v,A) in v, 

o k 0 

(i)ln - 1 (A + v,A) = I (i)2n _ k I (v;A,A), 
k 

we can easily show that 

PZn (Fn) P2n (Fn) = d(i)~n _ 1 (v;A,A), 

Ov(i)~n-l(v;A,A) = 0, 
k-I 0 k 0 

Ov(i)2n-k(v;A,A) = -d(i)ln_k 1 (v;A,A). 

(6.10) 

(6.11 ) 

(6.12 ) 

We thus obtain the double-cohomological series in the non­
trivial case. 28 

Note that all formulas so far written, together with the 
unchanged expressions in Sec. II, are global on P(M,G) and 
that only for a trivial bundle one can choose A = ° and re­
cover the local formulas in Sec. II. 

VII. CONCLUSION AND DISCUSSION 

We have stressed the relation and difference between an 
arbitrary variation 0, and the horizontal Oh and the vertical 
Ov ones in connection space. By using the natural connection 
form on the bundle P(M,G) and ~W.lI! Y ,Y) and by intro­
ducing integration over an arbitrary chain, the generalized 
finite double-cohomological series can be obtained. Thus the 
relation between these cohomologies, and the family index 
theorem can be made simple and obvious. When applying 
this formalism to analyze Abelian gauge structure inside 
non-Abelian gauge theory, we reproduce known results in 
Refs. 18 and 19, and also give some new expressions. The 
method discussed here has a few important advantages: 
First, it is very simple. Second, it exposes the mathematical 
origin of Abelian gauge structures in the sense that these 
structures can be analyzed by the method. Finally, it can 
easily be generalized to higher dimensions and to other the­
ories such as gravitational and supersymmetric Yang-Mills 
theories. 
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Models with a multiplet of field variables arranged into rectangular matrices, in the limit of 
infinite dimensions of the matrices, are studied. In zero-dimensional space (where the problem 
is a combinatorial one) a closed solution is given that improves the one previously known. In 
arbitrary space dimension a symmetry is described that connects rectangular models with 
vector models. 

I. INTRODUCTION 

Gaussian ensembles of large matrices with given sym­
metry group have been used for a long time to describe the 
ftuctuations around the average distribution of highly excit­
ed energy levels of heavy nuclei. 1 As the measure in probabil­
ity space is taken to be Gaussian, these ensembles may be 
said to be models of noninteracting matrices. More recently, 
in the study of a discrete formulation of a statistical mechan­
ics for surfaces, ensembles of Hermitian matrices with a cu­
bic interaction were studied.2 An ensemble of two sets of 
matrices with quartic self-interaction and a quadratic cou­
pling was shown to define an Ising model on a random lattice 
in a two-dimensional space.3 All these models considered 
square matrices in the limit of infinite dimension. Some at­
tempts are currently being made to relate the statistical me­
chanics of a randomly triangulated surface to a viable discre­
tized string model. 

Our main interest in evaluating matrix models in the 
large N limit is presently oriented to quantum field theory. 
We then use a language appropriate for it, even in Sec. II, 
where we limit ourselves to a zero-dimensional space-time 
and the quantum field theoretical model is merely a combin­
atorial problem. Field theoretical models with multicom­
ponent field variables are of substantial interest in them­
selves as well as tools for nonperturbative calculations. The 
two most popular classes of models have the field variables 
arranged as vectors or square matrices, and the low-order 
invariants built with them provide for the Lagrangian. Mod­
els with fields arranged into rectangular matrices offer an 
obvious interpolation between the two classes and were re­
cently studied.4-7 

This paper continues the study of rectangular models. 
In Sec. II we define a model ofinteracting rectangular matri­
ces of sides Nt, N2 and solve it in the limit Nt -+ 00 and 
Nz- 00, with fixed ratioL =N1/N2 • We evaluate the Green's 
functions for the entire range of the dimensionless variable 

- 00 < m2 1.Ji < 00; the present derivation is simpler than 
the one previously known, which is valid in a more restricted 
range.4 

In Sec. III we describe an exact symmetry property of 
the planar Green's functions6 of rectangular models with 
generic interaction, valid in any dimension of space-time, 
which gives the simple relation between "intemalloop ex­
pansion" and "large N expansion" of vector models. 

II. A ZERO-DIMENSIONAL MODEL 

We consider the partition function for the model 

Z =Zo-I f [DMI 

xexp{ _tr[~ZMTM+ ~MTMMTM]}, (1) 

where M is a real NL XN matrix, MT is its transpose, L;> 1, 

Zo= f [DMJexp{ _tr[I~ZIMTM]}, (2) 

and 

[DM]= II dMg • 
i-1, ... ,NL 

(3) 

j=t, ... ,N 

Because of the invariance of the Lagrangian under the 
symmetry group O(NL) X O(N), it is convenient to rewrite 
M in the canonical form M = 0lA02 with Ag = ,1.A, for 
1 <i,j<N and Au =0 for N<i<NL. l<j<N,OleO{NL), 
0zEO(N). The action depends upon the N real variables,1.j' 
whereas the integration over the "angular variables" cancels 
because of the normalization of the partition function. As 
shown by Simonis 7 we may write 

Z - f lUI d,1./ 1,1./ I (L - l)N l<;i~l;N 1,1.; - ,1. 1/ 

X exp[ - ~ (~2 ~ ~ + ~~ k)] . (4) 

Here and in the following we neglect factors irrelevant to the 
evaluation of the Green'sfunctions. In terms of the quadrat­
ic variables tl =,1. ;IN. i = I, ... ,N, we obtain 

Z - J(.IT dti)exp{ -N~ (m2 ti +gt; 
.=1 f 2 

L -I-liN I )} - log ti - - L log I ti - t} I . (5) 
2 N i<j 

The large N limit is performed by the standard method8 of 
introducing the continuous function t(x) and looking for the 
saddle point: 

Z - f dt(x)exp { - N 2 f dX[ ~z t(x) + gt 2(X) 

L 1 1. t )} - -T-1ogt(X) - 2""]0 dyloglt(x) -t(Y)1 , 

(6) 
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m 2 L - 1 1 
-+2gt(x) - ----

2 2 leX) J 1 
dy . 

o leX) - t(y) 
(7) 

We might have considered the model (1) with M being a 
complex matrix. Since the appropriate measure would then 
be7 

N 

[DA ] = II dAi I Ai 1
2

(L l)N II 1 A 7 - A J 12 , 
i~ I J<i<j<;N 

(8) 

one sees that the present model is reproduced after the re­
placements m 2/2-+m2, g-2g. The saddle point equation 
(7) is rewritten, in the usual way, in terms of the density 
u(t)=.dx/dt 

m
2 L-l 1 ~ u(s) -+2gt- ---= as--. 

2 2 t I t-s 
(9) 

The requirement that the variable t should be non-negative 
leads us to invert Eq. (9) by choosing the path I to be the 
segment [A,B] withO<A<B. We find 

u(t) = '::2,j (B - t)(t -A) t + --+ - -, 2g ( A + B m2) 1 
'iT 2 4g t 

( 10) 

where 

(A +B)2 + (B _A)2 + m 2 
(A +B) =L + 1, (11) 

2 2g g 

{AB [m 2 + 2g(A + B)] L - 1 . (12) 

The even-order planar Green's functions are easily evaluat­
ed: 

The special case of square matrices (L = 1) implies, by 
Eq. (12), either A = 0 or m 2 + 2g(A + B) = O. The first 
choice immediately leads to the Saclay solution,8 which 

holds for m2/.fi,/ - 4. The latter choice gives 

u(t) = (2g/'iT)~(B-t)(t-A), (14) 

and the corresponding Green's functions are those of a 
Gaussian model with nonvanishing average.9 In the truly 
rectangular case, L> 1, the lower extremum A is strictly 
positive and the density u(t) is non-negative for every real 
m 2 and positiveg. We also verify that the system (11), (12) 
has a unique solution for A,B in the whole range of the pa­
rameters (L > 1, g> 0, m 2 real) and that the solution is con­
tinuous as a function of the parameters, thus suggesting the 
existence of a unique phase for this model. The density may 
be written 

u(t) =~(B - t)(t-A)(2g+~~). 
'iT 2t ~ 

One trivially finds 

G2n = 2gIn + [(L - l)/2~AB ]In J' n'/l, 

with 

In =. [(B _A)2/8]A n 2F) ( - n,p;1 - B IA), 

in particular, 
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(15) 

(17) 

G2 =[(B-A)2/16J[m2 +4g(A+B)], (18) 

(B_A)2[m
2 

9 J G4 = -(A + B) - gAB + -g(A + B)2 . 
16 2 4 

(19) 

We note the special case L'/ 1, m 2 > 0, g = O. The system 
(11), (12) is then solved by 

A = [(a- l)lm]2, B = [(~- + I)lm]2 (20) 

and one has 

G 
- m 2 f.fli

d 
2n~(B-x~-=-A) 

2n -- xx 
'iT ;:4 x 

L (a- 1)2n 2 

( 3 -4/£) X 2F j -n+l,-;3; . 
2 (a- _1)2 

(21) 

By comparing Eq. (21) with the square matrix case 
(L = 1), 

G
2 

= m
2 

(21m dx x2n~ 4 _ x 2 =: (2n)! _I_ 
n 'iT Jo m 2 n!(n + I)! m 2n ' 

(22) 
we see that the density 

u(x) = 'iT X /;r <x < [if , 
{

m2 ~(B - X2)(X2 -Af , 

o , elsewhere, 
(23) 

is the generalization of the Wigner semicircle distribution, ) 
for the case of rectangular matrices. 

The rectangular case with 0 < L < 1 is obtained from 
Eqs. (10)-(13) by exploiting a symmetry property that 
holds in any dimension of space-time and which we now 
discuss. 

III. SYMMETRY OF PLANAR RECTANGULAR GREEN'S 
FUNCTIONS 

In Euclidean lRd space, we consider the Lagrangian den­
sity 

2'(M(x») = tr[ a,.,MT(x) a,.,M(x) 

+ (m 2/2)M T(x)M(x) 

+gMT(x)M(x)MT(x)M(x)] (24) 

and the set of singlet Green's functions 

F2n (X 1,x2 .... 'X2n ;m
2,g,NL,N) 

= J [DM(x) ]tr(M T(x j )M(x2 )" 'M(x2n )) 

X exp( - J ddX 2'(M(X»)) [ J [DM(x)] 

xexp( - J ddX 2'(M(X»))] j (25) 

The exchange NL--L amounts to the exchange 
MT (x)--M(x). which leaves the action and the measure 
invariant. Then 
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F2n (XI,x2, ... ,x2n ;m2,g,NL,N) 

= F2n (X2,x3,···,xI;m2,g,N,NL) . (26) 

These Green's functions have a nontrivial large N limit, 
apart from the overall factor N" + I , provided that g is re­
placed by gl Nk, where the parameter k is independent of N. 
That is, 

lim N - <n + I) F2n (XI,X2, ... ,x2n ;m2,gINk,NL,N) 
N-oo 

= G ~~ (XI,x2, ... ,x2n ;m2,glk,L) . 

The symmetry property (26) then implies 

G~~ (XI,x2, ... ,x2n;glk,L) 

= L n + IG~~ (X2,x3, ... ,xI;gL Ik,lIL) 

= L n+ IG~~ (XI,x2, ... ,x2n;gL Ik,lIL) , 

(27) 

(28) 

where, in the last equality, we exploited the invariance of 
planar Green's functions under cyclic permutations. 

The most symmetric choice for the constant k follows 
from the geometrical mean of the numbers of rows arid 
columns, that is, k = .[L and it leaves the coupling constant 

g=gl.[L in the G~~ unchanged under the symmetry: 

G~~ (XI,x2, ... ,x2n;K,L) 

=Ln+IG~~(XI,x2, ... ,x2n;K,l/L). (29) 

We note that by this choice for the parameter k the ob­
vious invariance of the theory under the exchange between 
rows and columns, Eq. (26), is represented in the planar 
limit in the most natural way, Eq. (29). 

The model with rectangular matrices interpolates in 
some way between models with square matrices and vector 

models. However, the choice k = $ is such that the 

G~~ (xI,xl,: .. ,x2n ;gl$ ,L) have no nontrivial expansions at 
fixed g either around L = 0 or at L = 00. To be more specif­
ic, we consider the O(L) symmetric Lagrangian model with 
a vector of L real field components ~i' i = 1, ... ,L, with the 
quartic interaction 

.?j~t =g[4l(x)·4l(X)]2, (30) 

the set of Green's functions 

and the usual large L expansion 

f12n (x 1, ... ,x2n;.!. ,L ) = L n i: (1-)1 f1 2n,j (x 1, ••• ,X2n ;g) . 
L j=o L 

(32) 

The planar (that is, N = 00) rectangular Green's func­
tions G~~ (x l , ••• ,x2n ;glk,L) have a nontrivial largeL expan­
sion, provided k = L: 
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G~~(XI, ... ,x2n;.!.,L) = L n .f (..!..yG~~'J (x l , ••• ,x2n;g) . 
L 1=0 L 

(33) 

At arbitrary order in perturbation theory it is easy to 
check that G ~.j (x I"" ,x2n ;g) is the planar part of the graphs 
that contribute to f1 2n,) (x l , ••• ,x2n ;g). Since in the first two 
orders in the large L expansion of the vector model, Eq. 
(32), only planar graphs contribute, it follows that 

f1 2n,J (x l ,···,x2n;g) = G~~,J (x l ,.·,,x2n;g) forj = 0,1. 
(34) 

From the symmetry property, Eq. (28), one obtains some 
interesting consequences that hold for the generic vector 
model in arbitrary space-time dimension. Consider, for in­
stance, the '?jnt given in Eq. (30). One may introduce an 
auxiliary field (random field) to transform the original 
quartic interaction into a cubic one (with imaginary cou­
pling constant). In this case, the evaluation of Green's func­
tions, Eq. (31), in the expansion in the number ofloops of 
the original vector field (which we called internal loop ex­
pansion4,s) is obviously the Taylor expansion around L = 0 
ofEq. (31): 

00 

f1 2n (X I,· .. ,X2,,;g,L) = L LJg2n,j(XI,x2,· .. ,x2,,;G). 
j=O 

(35) 

The previous discussion for rectangular models implies that 
the planar part of g2n, j (x I'" .,X2" ;g) equals the planar part of 
f1 2n,l (X1, ... ,x2n;g) for every j and n. 

The closed solution of the large rectangular matrix 
problem in zero dimensions, derived in Sec. II, allows us to 
verify the symmetry, Eq. (28), in a straightforward way. 
Indeed, the solutions gA and gB of the system (10), (11), 
depend on g and L only through the two combinations 
U I ;;eg(L + 1) and U2 =glL - 11, which are invariant under 
the symmetry. 
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The traveling-wave solutions of a model Lagrangian density for a complex-valued scalar field 
with possible application to charge density waves in systems with sixfold symmetry are 
explored by means of the slow-fluctuation technique. There are five main wave types separated 
by three bifurcations with respect to integration constants. In addition, there are several classes 
of degenerate waves, including some with purely harmonic, stable, straight-line or circular 
motions of the amplitude vector. Beyond the range of the slow-fluctuation approximation there 
are several unstable soliton solutions, three of which have unexpectedly curved paths of the 
amplitude vector. 

I. INTRODUCTION 

We present here an overview of all traveling-wave solu­
tions for the complex-valued scalar field t/l(x,t) = u(x,t) 
X exp (i¢(x,t)] having the Lagrangian density 

~ = !It/l, 12 - !It/lx 12 +!A 1t/l12 

(1.1 ) 

with N = 6, where A, D, and D are positive constants. This 
model has possible applications in the theory of charge den­
sity waves in crystals where the symmetry-breaking last 
term of (1.1) can approximate the effects of commensur­
ability pinning of lattice period and wave period. 1,2 

We have previously treated2 the case N = 4 in the slow­
fluctuation approximation,3-7 which for this system remains 
numerically accurate up to moderately large amplitudes 
over a hundred periods or so. Three main wave types were 
found. They are separated by two bifurcations, one with re­
spect to a coupling strength A = 1 + 16 D / D, the other with 
respect to an integration constant C I equivalent to an energy. 
There are also various constant-amplitude (c-a) waves, and 
beyond the limits of validity of the approximation there are 
several obvious solitons that had been noticed before. 8 

The case N = 6, with sixfold instead offourfold symme­
try, is far more involved. There are five main wave types, and 
an additional bifurcation with respect to an integration con­
stant a. There are again various c-a waves and obvious soli­
tons. Furthermore, if we extrapolate our classification of 
waves in a qualitative way beyond its quantitative validity, 
we are led to conjecture certain unexpected soliton solutions, 
and indeed, some numerical experimentation confirmed the 
existence of three such curious solitons, only one of which 
has a certain parallel in a soliton discovered previously in the 
N = 2 system. 9 

Given the complexity of the case, we take license to de­
scribe our main results by means of graphs and running com­
mentary without detailed derivations. However, we specify 
enough close links with the exposition in Ref. 2 to enable the 
reader to supply all derivations easily, albeit with consider­
able tedium. Readers who seek access to the results at the 

expense of skipping these links altogether will find it helpful 
occasionally to turn forward to Figs. 7 and 8 which display 
the classification of all waves (of moderate amplitude) from 
different points of view. 

The numerical accuracy of our approximation was 
checked by means of a large sample of test cases calculated at 
the system parameter values A I = ! and A I = 2. The results 
were virtually the same as for the N = 4 system, which we 
have discussed2 in detail: in most cases, graphs of the ap­
proximate and the exact solution are indistinguishable over 
some 100 wave periods, provided the wave amplitude does 
not exceed one-fourth of the maximal finite value (i.e., one­
fourth of the distance from the origin to the saddle point in 
Fig. 1 below). For initial conditions near unstable waves, the 
approximate solutions were often less accurate, as can be 
expected. Still, as a qualitative predictor of wave types and 
bifurcations the slow-fluctuation approach is fully effective 
even near these dynamical instabilities. 

II. TRAVELING WAVES 

Traveling, un distorted waves are functions of the vari­
able s = (x - ut) (1 - u2

) - 1/2 only. When we introduce 
this quasitime in ( 1.1 ), and also scale the va.riables as in Ref. 
2 in order to hide numerical coefficients, the Lagrangian 
density becomes a Lagrangian function for the motion of a 
fictitious unit point mass in the potential 

V(5,1/) = !(5 2 + 1/2) - !(5 2 + 1/2)2 

- A I ( 35 2 _ 1/2 ) 21/2 , A I = 2AD / D 2, (2.1 ) 

where 5 and 1/ are the (scaled) real and imaginary parts of 
the wave function t/l(s). 

The potential has sixfold symmetry. From a central ba­
sin three ridges issue along the directions 1/ = 0 and 
1/ = ± 5yj; they lead to six hilltops at unit distance from the 
origin. Between the hills lie six saddles along the directions 
5 = 0 and 1/ = ± 5/YJ· Beyond hills and saddles, the poten­
tial falls off to negative values everywhere. Figure 1 shows 
contour maps for A I = ! and A I = 2. 

The moving point mass represents the end point of the 
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(8) 

0.24 

/ Jl.fII---- 0.20 

0.5 

1.0 1.5 

FIG. 1. Contour maps of the potential (2.1) in the first quadrant. To obtain 
the complete figure resembling a six-star, adjoin mirror images on the left, 
and below the S axis: (a) A.' = 1, (b) A.' = 2. 

amplitude vector of a transverse'" wave as seen by an observ­
er at a stationary place x who looks along the propagation 
vector. At infinitesimal amplitudes the motion in the central 
basin will be purely harmonic, with both component fre­
quencies being equal, (i)s = (i)", = 1, as seen from the leading 
term in the potential (2.1); thus, the orbit is elliptical. At 
finite amplitudes, precessions and librations of the orbit set 
in. The approximation to be developed below shows that 
there are five motion types possible (plus degenerate or spe­
cial cases). We display representatives of these right now in 
Figs. 2 and 3, as obtained by numerical integration of the 
exact equations of motion. 

Figure 2 shows two typical motions in the potential of 
Fig. l(a). In Fig. 2(a) we see a "valley libration," a rather 
obvious hence-and-forth motion in the valley at 30· to the S 
axis. It resembles an almost linear polarization which goes to 
almost elliptical and back as the polarization axes librate 
about the 30" line. Figure 2 (b) shows what we call a "narrow 
precession;" the motion remains nearly elliptical at all times, 
although with appreciably changing width, and it steadily 
precesses. 

Figure 3 shows three typical motions in the potential of 
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FIG. 2. Two representative orbits in the potential of Fig. I (a) with A. I = 1, 
and below the a bifurcation. Scales enlarged over Fig. I. (a) Valley libration 
corresponding to even-even modulation between R .. and R6 in Fig. S (a) or 
S(b). Set up from R6 by release from rest at S = 0.3768 and 1] = 0.0447; 
a = 0.072, hence A. 'a = 0.018 < •. (b) "Narrow" precession corresponding 

to odd-odd modulation between R I and R3 in Fig. S (c). Set up from R I by 
transverselaunchats = 0.1020 and 1] = o with 7J = - 0.3481; a = 0.0649, 
hence A. 'a = 0.016 < •. 

Fig. 1 (b). In Fig. 3(a) we have a valley libration with rather 
more shape change than the one in Fig. 2(a). Figure 3(b) 
shows a precessing oval with relatively little change of shape; 
since the oval remains broad we call this precession "wide." 
Figure 3 ( c) brings something entirely different; a "ridge li­
bration," with the mass point always deflected towards the 
ridges so strongly that it moves towards a hilltop rather than 
a saddle. 

III. THE SLOW-FLUCTUATION APPROXIMATION 

This section is closely aligned with Ref. 2, and all vari­
ables and functions have the same meaning. 
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(e) 

FIG. 3. Three representative orbits in the potential of Fig. 1 (b) withli ' = 2. 
Scales enlarged over Fig. I. All three are above the a bifurcation, with the 
same a = 0.077, hence Ii 'a = 0.154>~. (a) Valleylibration corresponding 
toeven--even modulation betweenR. andR6 in Fig. 6(a). Set up from R. by 
release from rest att = 0.2191 and 17 = 0.3256. (b) "Wide" precession cor­
responding to odd-odd modulation between R I and R3 in Fig. 6(b). Set up 
from R I by transverse launch at t = 0.2280 and 17 = 0 with if = - 0.3194. 
(c) Ridge libration corresponding to odd--even modulation between R, and 
R" in Fig. 6(b). Set up from R6 by release from rest at t = 0.3920 and 
17 = 0.0173. 
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In terms of the canonical amplitudes and phases Pj' qj 
(sometimes called "action-angle variables") the approxi­
mate but integrable slow-fluctuation Hamiltonian for the 
potential (2.1) is found to be 

S = PI + pz - ~pi - !PtPz - ~p~ 

- ¥..i PiP2 + 9..i 'PtP~ - ¥i 'pi: 

+ [ - !PtPz - 9..i 'PiP2 + 6..i 'PtP~] 
Xcos(2ql - 2q2)' (3.1) 

The integration procedure by means of the first integrals 

PI+pz=a, S=E, 

and using the abbreviation 

CI = E - a + ~a2 + ¥i 'a 3
, 

yields the differential equation for the 5 amplitude, 

pi =j(PI) 

(3.2) 

(3.3 ) 

= - (2F - iF)(2F + 21'), (3.4) 

F(PI;a) =PI(a-PI)(6..i'a-15..iPI-i), (3.5) 

F(PI;a) = CI - 25..i 'pi + (39..i 'a + Vpi 
- (:!f..i 'aZ + !a)PI' (3.6) 

The polynomialj(PI) is seen to be of the sixth degree, so 
that Eq. (3.4) leads to hyperelIiptic integrals. General ana­
lytic solutions as in the case N = 4 are not available, Z but an 
adequate discussion of the all-important roots ofj(PI) is still 
possible. 

The astonishing complexity of the Hamiltonian (3.1), 
and of the equivalent Eq. (3.4), must be attributed in part to 
the use of coordinates suited for fourfold symmetries to de­
scribe a system with sixfold symmetry. However, there is 
intrinsic complexity as well. We mention in passing that for 
N> 6 in ( 1.1 ), several slowly fluctuating terms in the Hamil­
tonian arise beside the one with phase 2ql - 2qz; e.g., for 
N = 8 there is also one term with 4q I - 4q2' Thus, the higher 
N, the more complex the effects of the nonlinear coupling. 
An attempt to reduce these symmetry and nonlinearity com­
plications by the use of other coordinates, say of plane polar 
coordinates, would only substitute complications of other 
types: at infinitesimal amplitudes we would no more be deal­
ing with normal modes, the all-important conservation law 
PI + P2 = a would take a much less simple form, and all 
discussions of orbital stability would become much more 
involved. Thus we prefer to put up with the complications in 
rectangular coordinates rather than lose so many theoretical 
tools. 3-6 

An attentive referee remarks that amongst workers in 
Hamiltonian mechanics our approximation would be called 
"first-order averaging," and goes on to ask: since it is well 
known 10 that first-order averaging of sixth-order terms 
should be accompanied by second-order averaging offourth­
order terms, why would we not include corresponding terms 
in our S? The answer is starkly pragmatic: our S yields good 
results, as specified above. Here as in previous cases2

,7 we 
rest our claims for the usefulness of the method, and our 
justification for its lengthy theoretical development,3-6 sole­
lyon its remarkable numerical accuracy. Of course, we are 
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only. interested in accuracy over a hundred periods or SO,7 

not in long-term behavior, ergodic properties, approach to 
chaos, or the like •. Even so, we have enough insights of high 
generality to offer; cf. the stability and bifurcation results in 
Refs. 2, 4, 6, and 7. and those presented in Figs. 7 and 8 
below. 

IV. THE ROOTS OF f(JI1) 

The roots of/Cpt) are called even or odd according as 
they are roots of the first or of the second factor on the right 
of Eq. (3.4), respectively. We denote them by R2,4,6 and 
R I,3,S' respectively, and order them by R2<.R4<.R6 and 
R t <.R3<.Rs if real. On root parity in general, see Refs. 2 and 
5. 

From the explicit expressions (3.5) and (3.6) it follows 
that the roots satisfy 

Pt = R2.4,6: ~Pl(4pl - 3a)2 = c/A', (4.1) 

PI = R I,3,S: !Pl [20Pi - (36a + 1/,1 ')Pl 

+ 21a2 + a/A'] = Cl/A'. (4.2) 

At given A', a, and Cl , these equations are easily solved 
graphically by curves representing the left-hand sides inter­
secting a horizontal line at the level C 1/,1 '. Figure 4 gives an 
oveiview of these curves over the interval [O,a] where the 
physically relevant roots are located. The resulting root con­
figurations are easy to understand graphically, but their al-

o 014 0/2 30/4 o 

FIG. 4. Graphical determination of the physically relevant roots ofM,) at 
given..t ',a,andc1 (to scale). 'Ibe even curves do not depend on the systenl 
parameter..t " see Sq. (4.1), but the odd ones depend on..t 'ina varying way. 
Hence there is one even curve for given a and CI• but an entire family of odd 
curves depending on A. " four of which have been draWn for signifieant val­
ues of..t " The roots are now obtained at the intersection(s) of anyone of 
these curves with a horizontalst the height cl/A.', 
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gebraic discussion is tedious. A forward glance at Figs. 5 and 
6 may help to avoid confusion. 

Signal importance attaches to any confluence of two or 
more roots, i.e., to multiple roots. Double roots of definite 
parity correspond to extrema of the curves. 

Two even second-order roots can exist: R4 = R6 
= 3a/4 occurs at C I = 0, and R2 = R4 = a/4 occurs at 

CI = c;,even = 5,1 'a3/2. (4.3) 

Both are conspicuous in Fig. 4. 
Two odd second-order roots can exist: R3 = Rs 

= 7a/tO + 1/3OA ' occurs at 

c1 = C;,odd = (A 'a -14) [49(,1 'a)2 + ljA 'a + ~]/(5A ')2, 
(4.4) 

but for sufficiently small A 'a this root will lie beyond P 1 = a, 
as seen from Fig. 4; second, R I = R3 = ~a always occurs at 

•• 1 2 ~ 2' 3 (45) C1 = C1,odd = sa + -'fI, a ; . 
Multiple roots which are both even and odd are called 

skew and require an intersection of the even curve with an 
odd curve. When 

a = a* = 1/9,1', (4.6) 

it is seen from Fig. 4 that there are two such intersections, 
that both involve an extremum, and that both lie at the same 
height c 1/,1 ' = 5a3/2. Hence at a = a* there are two skew 
triple roots: R. = R2 = R4 = a/4 and R3 = Rs = R6 = a, 
and furtherDlore these occur jointly for Cl = c;,even = C;,odd' 

Two skew second-order roots are found at the end 
points of [O,a]. Here Rl = R2 = 0 occurs at Cl = 0 (and 
coexists vn,th the even R4 = R6). Second, such a root lies at 
a, but the confluence is R3 = R6 if a <a* and Rs = R6 if 
a> a* (with the triple R3 = Rs = R6 in between at a = a*, 
when the other triple root happens to coexist as well). 

Another skew second-order root lies inside the interval 
[O,a], provided A la > 1/24; it is seen from Fig. 4 that at the 
critical value A ' = l/24a the odd curve just osculates the 
even one at the origin. The required curve intersection is 
found at the position r = 2a/5 - 1/6OA '; the confluence is 
Rl = R2 if a <a* and R} = R4 if a>a* (with the triple 
RI = R2 = R4 in between at a = a*, when the other triple 
root happens to coexist as well). As can just be discerned in 
Fig. 4, this skew root happens to occur exactly at C I = C ;;odd 
so that it always coexists with the odd R3 = Rs; now it also 
becomes clear that the latter lies inside [O,a] only if a > a*. 

The values a*, C ;,even and C ;.odd (and in a trivial way also 
C 1 = 0 and c;~ ) are bifurcation values demarcating signifi­
cant changes in the configuration ofthe roots of/CPI) which 
carry over into significant changes of the orbit in the poten­
tial well. As will be shown below, the conspicuous, simulta­
neous occurrence of multiple roots merely reflects the sym­
metry of the potential well, which allows for several orbits of 
different orientations at the same A " a, and C I' 

V. THE CONFIGURATIONS OF f(JI1) 

Since the coefficient of~ in/cpt) is negative, see Eq. 
(3.4), a qualitative graph of/Cpt) can be sketched at once 
when the locations of its real roots are known. They are best 
deduced from Fig. 4 by the following procedure which 
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emerges clearly from the algebraic classifications in the pre­
ceding section, and can also be justified in a very general 
way.6 At a given system parameter A /, first select a value of 
the integration constant a; then vary the other constant C I by 
shifting a horizontal up and down in Fig. 4, and watch the 
resultant movement of the intersections. The corresponding 
configurations of/ePl) at the more important stages of de­
velopment are depicted in Figs. 5 and 6. Because of the exis­
tence of the bifurcation value at a* = 1/9A /, we must go 
through this procedure twice at least, for a value of a below 
and another above a*; the two cases are illustrated separate­
ly in Figs. 5 and 6. 

The lowest relevant value of C 1 is always C I = O. Then 
the graph of/(Pl) touches thepl axis from below at a skew 
root R 1 = R2 = 0 and at an even double root R4 = R6 
= 3a/4; see Fig. 4. Increase of C 1 raises both these maxima 

above the axis, but the development is subtly different below 
and above the a bifurcation; see Figs. 5 and 6. 

Below the a bifurcation, let us assume for definiteness 
that also a > 1/24A / is given; see Fig. 4 for the significance of 
this. Then at small CI we have two small roots with R2 < R I; 
see Fig. 5(a). Upon raising CI, they will have another con­
fluence at PI = r, and after that, they split in reverse order 
R 1 < R2 as in Fig. 5 (b). If we choose a < 1/24A /, the abscissa 
r lies to the left of the origin and the root ordering is as in 
Fig. 5(b) from the outset. When raisingc I further, thesimul­
taneous confluences R2 = R4 = a/4 and R6 = R3 = a are 
formed at C l = c;,even. Now a Cl bifurcation takes place: at 
still higher C I' R2 and R4 become complex whereas R6 and R3 
emerge from a on the other side so that only RI and R3 are 
left inside [O,a], see Fig. 5(c), The confluence Rl = R3 fol­
lows at C l = C;~Odd which is the largest, physically possible 
valueofc i whena<a*. 

FIG. 5. Some significant stages in the development of the graph of ICft,) 
below the a bifurcation, a <a* = 1/9,1' (schematic). The figures assume 
a> 1/24,1 ' so that r lies inside the interval [O,a]. Three values of c, were 
chosen in the ranges: (a) O<c, <C;.odd; (b) C;,odd <c, <c;.oven; (e) 

c;,even <c1 <C;~Odd' 
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FIG. 6. Some significant stages in the development of the graph of ICft,) 
above the a bifurcation, a* = 1/9,1 ' < a (schematic); r always lies within 
[O,a]. Two values of c, were chosen in the following ranges: (a) 
O<c1 <C;,odd; (b) C;,odd <C 1 <min(c;,even,C;~Odd)' 

Above the a bifurcation, r always lies to the right of 
a/4, while Rl increases more rapidly than R 2, and a dip 
forms between R4 and R6 as in Fig. 6(a). At c1 = C;,Odd the 
confluence R 1 = R4 = r takes place, and simultaneously 
the dip touches the axis from above at R3 = R5 = 7a/10 
+ 1/30A /. At this first C 1 bifurcation, upon further increase 
of C I' R I and R4 emerge on the other side of r, and the odd 
second-order root splits as in Fig. 6(b). After that, three 
confluences are still possible. When a* < a < 1/ 4A " it is seen 
from Eqs. (4.3) and (4.5) that c;,even <C~~Odd holds, and so 
we reach simultaneous confluences R2 = R4 = a/4 and 
R5 = R6 = a at C] = c;,even' followed by R] = R3 = al2 at 
CI = C;~Odd' which is the largest possible value. When a 
> 1/4A /, the relation between c;,even and C;~Odd is the oppo­
site, and R 1 = R 3 occurs first at c ;~Odd' followed by R 2 = R4 
and R 5 = R6 at c ;,even, which now becomes the largest possi­
ble value of C]. In either case, we have a second c 1 bifurcation 
between C;,Odd and this largest value C;~Odd or c;,even. 

VI. CATALOG OF MOTIONS 

Amplitude-modulated motions of the odd-odd kind are 
easy to understand. As shown in Refs. 2. and 5, they are 
precessing ovals, possibly with change of shape as in Figs. 
2(b) and 3(b), but without orbit reversal. 

All other motions in this system are tied to one particu­
lar ridge or valley, and thus are threefold degenerate (with 
added mirror degeneracy about the ridge or valley). It turns 
out that under a 60° rotation the root parities of such a mo­
tion do not remain invariant. For instance, as will be shown 
presently, the libration in the 30° valley illustrated in Fig. 
2(a) is even-even, but if we set up the same motion in the 90° 
valley over the 1] axis, it becomes even-odd. This degeneracy 
effect is a major nuisance in any algebraic discussion, and we 
shall try as much as possible to circumvent it by reference to 
graphs. 

At the ends of their ranges, the amplitude-modulated 
motions degenerate into constant-amplitude motions at 
multiple roots off These c-a motions therefore play the role 
of demarcations between dynamical ranges; a graphical 
summary of all of them is given in Fig. 7. 
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FIG. 7. A summary of all constant-amplitude motions in terms of their 
amplitudesp. andp2 (toscalefovt' = 2). Becauseofp. + P2 = a, motions 
with the same a lie on straight lines at 135° to the P. axis; the line corre­
sponding to the bifurcation a = a* is shown. Stable and unstable motions 
are labeled s and u, respectively. The three stable valley oscillations are 
represented by P. = 0 (motion in the valley along the 'TJ axis) andp. = 3p2 
(corresponding to in-phase motion in the + 30" valley and to antiphase 
motion in the - 30" valley). The three top-of-the-ridge oscillations are 
P2 = 0 (motion along ridge over thes axis) andp. = P2/3 (corresponding 
to both the + (j{J' ridge and the - (j{J' ridge motions). These oscillations 
change stability at the bifurcation points B and A, respectively. The stable 
circular motion is represented by P. = P2' The three unstable elliptic mo­
tions that exist only above a = a* correspond to P. = 7P2/3 + 1/9..t ' 
(stretched along the S ridge) and P. = 2ji2/3 + 113M' (representing both 
motions along the + (j{J' ridge and the - (j{J' ridge). 

A. Motions with c, = 0 

There are two algebraic possibilities arising from the 
two double roots at PI = 0 and 3a/4, the former skew, the 
latter even. 

The first one, PI =0, implies P2 =a. The motion is har­
monic and easily calculated from the equations of motion as 

s=O, 1]= (2a)1/2cos[(1-ia-.1f.4.'a2)p+const], 
(6.1 ) 

where p denotes the (scaled) time as in Ref. 2. This is an 
obviously stable,4 straight-line oscillation in the botton of 
the valley that lies along the 1] axis; technically, it is a Case 
(I) c-a motion of familiar type. 3-5 

The second one, PI =3a/4, implies P2=a/4. Since the 
root is even, this is a Case (II) 3-S with a fixed phase relation 
cos (2q1 - 2q2) = + 1, or ql - q2=0,1T. There are now two 
harmonic straight-line motions with the same frequency as 
in (6.1), but with a 1:v3 amplitude ratio and their compo­
nents in phase or in antiphase, i.e., they are oscillations in the 
bottom of the + 30" and the - 30' valley, respectively. In 
Fig. 7 these stable valley oscillations are represented by the 
linesPI = o and PI = 3P2' 

Increasing the amplitUde of any of these oscillations will 
eventually lead to an obvious soliton solution connecting 
two opposite saddles of the potential via a straight path. 
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B. Motions below C1 bifurcation 

Slight increase of C I beyond zeto changes the straight­
line valley bottom oscillations into narrow· ovallibrations 
about the bottoms. The one about the 1] axis is even-odd 
because in this orbit orientation a steady increase of the relli­
tive phase is required. 205 The two in the ± 30" valleys are 
even-even, with the phase di1ference oscillating around 0 
and 1T, respectively.2.s Thus algebraically the three equiva­
lent motions appear quite di1ferent; however, the complica­
tion also harbors some insights. 

First take the ± 30' librations. They evolve from the 
straight-line motion at the root PI = 3a/4 which for 
O<c I <C;.odd splits into the pair R 4•6 of Figs. 5(a) and 6(a). 
Their evolution as C I grows appears uneventful; two particu­
lar cases are shown in Figs. 2(a) and 3(a). Still, there are 
some minor features which we do not think important 
enough to derive in print, but which can be glimpsed from 
the dynamically identical1]-axis libration. 

The libration in the 1] valley evolves from the straight­
line motion (6.1) at the skew double root PI =0 which for 
0< CI < C;.odd splits into two roots RI andR2. It then makes a 
difference whether the given a lies above or below 1/24.4. " as 
emphasized in Secs. IV and V and in Fig. 4. If a < 1/24.4. " 
then the critical value a = 2a/5 - 1/6OA. ' lies outside the 
interval [O,a], and RI <R2 always holds. Nothing remark­
able happens as C I grows towards its bifurcation value. If a 
> 1/24.4. ',however, rliesinside [O,a] as shown in Fig. 5. As 

C I is now increased from zero onwards, we have first R2 < R I 
and later RI <R2 as above. It can be shown that there is a 
corresponding minor change in orbit shape. At the interme­
diate state RI = R2 = r it can furthermore be shown that 
the envelope of the libration is a rectangle with straight sides. 
This motion appears paradoxical, for at the double root r 
the amplitUdes must be constant. Indeed they are, but as we 
have elaborated elsewhere, for this c-a motion at a skew dou­
ble root inside the interval [O,a ] the phase di1ference 
between the two degrees offreedom is not constant so that no 
stable closed orbit results and a libration persists; see Ref. 5, 
Sec. IV D, Theorem 6 et seq. Exactly the same change of 
orbit shape and the same intermediate stage in a rectangle 
take place in the ± 30' librations, of course, but are not 
announced by algebraic peculiarities. 

These valley librations have characteristic turning 
points where the motion comes to instantaneous rest.2

•
S In 

Figs. 2 (a) and 3 (a), such turning points are used as natural 
beginnings of the graphs. The motion begins as a narrow oval 
which slides down towards the valley and widens as it does 
so, narrows again as it climbs the other slope of the valley, 
then comes to a stop, reverses, and so on. When C I increases 
towards its bifurcation value, the development of the librat­
ing orbit is noticeably different below and above the a bifur­
cation, as is readily understood from Figs. 4-6, and consider­
ing for simplicity only the 30'-libration amplitude­
modulated between R4 and R6• 

Below the a bifurcation, see Fig. 4 and Fig. 5(b), the 
amplitude at both ends of its modulation range tends 
towards double roots R6 = R3 = a and R4 = R2 = a/4. 
Thus the motion tends from a long-lasting stage in an almost 
straight line close to the 5' -axis ridge to an analogous stage 
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close to the 60° ridge, with a briefer oval stage in between, 
and back. At the bifurcation value CI = c~,even the motion 
converts in infinite time between straight-line stages over the 
ridges. 

Above the a bifurcation, a double root approaches in the 
middle of the modulation range, R3 = Rs = 7al1O 
+ 1/30A', see Fig. 4 and Fig. 6(a). Now the fairly straight 

stages close to the ridges last briefly, whereas the oval inter­
mediate stage in the valley lasts long and becomes rather 
more circular. At the bifurcation value C I = C~.Odd the mo­
tion converts in infinite time from an oval stage in the valley 
through a brief stage close to a ridge, back to a valley oval 
described in the opposite sense. 

In Figs. 2 (a) and 3 (a) this different evolution of the two 
valley librations can be anticipated clearly in the different 
envelopes of the orbit, with a slim and a bulging waist, re­
spectively. 

C. Motions above C1 bifurcation 

When C1 is raised a little over the bifurcation value, the 
energy becomes large enough for the motion to cross over 
the potential ridges. The two valley librations just described 
then become the narrow and the wide precessions illustrated 
in Figs. 2(b) and 3(b), respectively. Both are odd~dd, 
without turning points, and can only be set up from an initial 
condition with nonvanishing velocity.2,s 

Above the a bifurcation, see Fig. 6 (b), there are still two 
more amplitUde modulations possible: one even-even, hav­
ingpl within the range [O,rJ, the other even~dd, with PI 
not far from a all the time. These correspond to three libra­
tions, similar to the ones with the even~dd and even-even 
ranges in Fig. 5 (a), but this time the orbit librates over a 
ridge, not in a valley. Figure 3 (c) illustrates a typical in­
stance. 

Raising e 1 still further, again above the a bifurcation, we 
encounter the second e I bifurcation described at the end of 
Sec. V. In case a* < a < 1/ 4A I, at e I e ~.even the double roots 
R2 = R4 al4 and Rs = R6 = a are reached. The ridge li­
brations then contract into straight-line motions right on top 
of the ridges; astonishingly enough, they are dynamically 
stable, as is seen at once from Fig. 6(c). Increasing the am­
plitude of these motions again leads eventually to an obvious 
straight-line solution connecting two opposite hilltops. In 
the second case, a> 1/4A', the confluence RI R3 = a/2 
takes place ate l = C;:dd' Now the precession becomes circu­
lar. 

D. Motions at maximum C1 

For all a < 1/ 4A ',e 1 reaches its physically possible maxi­
mum at e~~d when R) = R3 = al2 and no other real roots 
of/(p) are left on [O,a]. The corresponding motion iscircu­
lar, uniform, and stable; in Fig. 7 it is represented by the line 

PI =.02' 
For a> l/4A I this motion is still possible, but the maxi-

mum of c) is now c;,even' see Fig. 4, and the c-a motions at the 
corresponding even-even and even~dd double roots are 
stable, harmonic hence-and-forth oscillations on top of the 
ridge backs; in Fig. 7 they are represented by the lines 
.0) = .02/3 andp2 = 0 (or PI = a). 
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E. Summaries 

Figure 8 summarizes the various bifurcations graphical­
ly in a plot of C II a 2 vs A I a, based on Egs. (4.3 )-( 4.6). 

As a complement to the bifurcations, we may also ask 
for representative initial conditions which will produce the 
various motions. The subject is treated briefly in Ref. 2, and 
with great generality in Ref. 5. It is particularly easy to set up 
a motion at a time when its amplitude modulation is at an 
even root, for it then goes to rest in the (5,1/) plane. The 
release points for the various librations are easily calculated, 
following Ref. 2, and are reproduced in Fig. 9. 

The precessions, which never come to rest, can be set up, 
for instance, by release from a point on the positive 5 axis 
with a purely transverse velocity 1]. The amplitUde is then at 
an odd root. Figure 10 shows the pertinent value of 1] plotted 
against 5. As an incidental result, the same plot also yields 
other motions having an odd root of the amplitude modula­
tion which corresponds to a transverse crossing of the 5 axis: 
the ridge libration over the 5 axis, and the valley libration 
along the 1/ axis. 

F. Complements on the C1 bifurcation 

When a <a* the C1 bifurcation occurs at e;,even with a 
graph of/(pl) intermediate between Figs. 5(b) and 5(c), 
having two double roots R2 R4 and R3 = R6 where the 

0.25 

t 

VOlley I ibratlion 

~'Q 

FIG. 8. Graphical summary of bifurcation values of c1 and a. In these plots 
of c l la

2 vs A. 'a, c;.even and C;:odd are represented by straight lines given by 
Eqs. (4.3) and (4.5). Thec;.odd appears almost straight, but it is curved, see 
Eq. (4.4), and makes a contact at the a bifurcation value a*; it continues 
towards the left as the dashed line which demarcates a minor shape differ­
ence between the valley librations, as mentioned in Sec. VI B . 
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v.l. 

/ 
volley librotion 

~219)" 

FIG. 9. Representative initial conditions at an even root: release from rest in 
the <s,1/> pIane, to yield Iibrations in valleys and over ridges. To obtain the 
complete figure with sixfold symmetry, adjoin mirror images on the left, 
and below the S axis. Constant values of a lie on circles about the origin; the 
bifurcation circle for a· is shown. The broken lines demarCAte the minor 
shape di1ference of the valley librations mentioned in Sec. VI B. 

curve touches the PI axis from above. The corresponding c-a 
motions are evidently oscillations on top of the ridges which 
coexist with the conversion motions leading towards a ridge, 
and they are orbitally unstable because the slightest change 
in C I results in either a valley libration or a precession. They 
correspond to the "unstable" parts of the lines P I = P2/3 and 
P2 = 0 in Fig. 7. Entirely analogous, unstable ridge oscilla­
tions occur in the N = 4 system for the parameter range 
1 <A. < 3 (Ref. 2). 

When a >a* the C I bifurcation occurs at C~.odd and ex­
hibits unexpected features which can only be understood 

. 
7J 

volley 
librotion 

ridge 
librotion 

o~------~~-----------------------
J 2/9>" 

FIG. 10. Representative initial conditions at an odd root: transverse launch 
upwards from the S axis, to yield counterclockwise precessions, Iibrations 
over the S ridge, and Iibrations in the 1/ valley. Constant values of a lie on 
circles about the origin; the bifurcation circle for a· is shown. The broken 
line demarcates the minor shape di1ference of the valley librations men· 
tioned in Sec. VI B. 
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with reference to the general theory of relative phases devel­
oped in Ref. 5, especially Sec. IV D 4. The graph intermedi­
ate between Figs. 6{a) and 6(b) has the.odd double root 
R3 = Rs and the skew RI = R4 = r. The c-a motion at the 
former is readily seen to be an ellipse stretched along the S 
ridge. The c-a motions at r must likewise be elliptical but 
over the ± (IS' ridges, on account of the symmetry degener­
acy. However, the motions neighboring to these. ridge el­
lipses at values of Ct slightly below C~.odd are all valley libra­
tions with long-lasting elliptical stages in the valleys, not 
along the ridges. The explanation of the paradox is that the 
relative phase of an unstable c-a motion at a skew root inside 
[O,a] is not continuous with the relative phase of the neigh­
boring motions, see I.c. Theorem 4. As CI ..... C;.odd from be­
low, the orbit accordingly shifts in a discontinuous manner 
from an orientation mainly along a valley, to a permanent 
orientation along a ridge. It does so for the odd-odd motion 
over the S ridge as well, of course, but in this. case the discon­
tinuity arises from the sudden contact of the dip in Fig. 6(a) 
with the axis, and cannot be deduced from the quoted, gen­
eral theorem which applies at the skew root r only. . 

These remarkable elliptic motions are represented by 
the lines PI = 2p2/3 - 1/36A. ' and PI = 7p2/3 + 1/911. ' in 
Fig. 7. They are orbitally unstable, and coexist with obvious 
conversion motions that tend to any of the elliptic orbits. As 
C I is raised above C ~.odd , two different developments are possi­
ble, depending on the phase changes which are imposed at 
the same time. In one, the ellipse stretches out along the 
ridge, and a ridge libration results. This sequence is reminis­
cent of the C I bifurcation in the N = 4·· system with A. > 3 
(where the ellipse reduces to a circle).2 However, the ellipse 
can also shrink in the ridge direction, and then a (wide) 
precession results. 

The complicated course of the C I bifurcation above 
a = a* is not merely an artifact of the slow~ftuctuation 
method; we have verified it by means of numerical integra­
tions of the exact equations of motion in the potential (2.1). 

G. Complements on the a bifurcation 

When a = a* and also CI = c;.even = C;.odd' then/<PI) 
possesses two skew third-order roots: R I = R2 = R4 
= a/4 = rand R3 = Rs = R6 = a, see Fig. 4 and also Fig. 

7 where these confluences correspond to the points A and B. 
The corresponding c-a motions are top-of-the-ridge oscilla-

"7 
0.6 

FIG. 11. The orbit of the curved soliton connecting the opposite hilltops at 
( - 1,0) and ( + 1 ,O)for selected valuesoU '. The initial valuesofl1(O) are 
0.0988445,O.2545752,O.4564851,O.55z.3317. 
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0.5 

0.8 1.2 

FIG. 12. Two orbits bracketing the curved soliton for A ' =~. The initial 

values of 17(0) are 0.254 0000 and 0.255 0000. 

tions, and are clearly unstable. There are also conversion 
motions tending towards these. Qualitatively, all these mo­
tions are similar to the ones at c \ bifurcation below a*. How­
ever, above a* the ridge oscillation is found to be orbitally 
stable, whereas the aforementioned, elliptic ridge orbit has 
emerged out of the ridge oscillation below a*, and has inher­
ited the latter's instability. This is a typical a bifurcation 
pattern; see Ref. 6 for a general description. 

VII. SOLITONS 

The obvious, straight-line soliton solutions connecting 
two opposite saddles or two opposite hilltops are beyond the 
range of validity of the slow-fluctuation method, but as men­
tioned earlier, they are reached by a natural extrapolation of 
oscillatory straight-line solutions at much smaller ampli­
tudes. It is one of the fringe benefits of the method that other 
c-a solutions, too, can by extrapolation yield clues to the 
existence of solitons which may be of quite unexpected na­
ture. 

Begin with the elliptic top-of-the-ridge motions de­
scribed in Sec. VI F. For the sake of discussion, take the one 
over the 5 axis. When its amplitUde is increased, it need not 
remain elliptical, but the orbit should remain a closed curve 
with mirror symmetry about the "I axis. In the limit, its ex­
tremes should reach the two hilltops at (- 1,0) and 
( + 1,0). Thus, the existence ofa curved soliton connecting 
opposite hilltops is worth investigating. This was done nu­
merically. The condition "rest at hilltop" determines the to­
tal energy; an orbit can then be launched transversely from 
the "I axis with the velocity corresponding to the given ener­
gy and the initial "1(0), and can be calculated from the exact 
equations of motion. By trial, error, and interpolation 
between over- and undershoot, we did indeed find curved 
soliton solutions which bear a slight similarity to one 
known9 in the N = 2 system. Some orbits are reproduced in 
Fig. I I. This curved soliton exists only for a finite range of 
values of A. " from 0.283 to 0.454 (to three decimals). The 
lower bound is expected because of the lower bound A. ' 
= 1!9a for the elliptic slow-fluctuation solutions (which 

would become A. I = 2/9 if the slow-fluctuation method were 
still valid for a motion coming to rest at a hilltop). The upper 
bound results because at high A. ' the required "I (0) can no 
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0.6 

FIG. 13. Two curved solitons connecting nonopposite hilltops when A. ' = ~. 

The one symmetrical about the 17 axis was initiated from 
1/(0) = 0.745 253 55; the one symmetrical about the t axis was launched 
fromt(O) = 0.75568338. 

longer lie between the two saddles on the "I axis. This range 
of allowed values is rather narrow; the curved soliton might 
easily be overlooked without the hint from the slow-fluctu­
ation method. We emphasize that this kind of numerical 
experimentation requires fairly high precision because of the 
solitons' evident instability. In Fig. 12 we show for A. ' = 3/9 
two orbits launched with a difference of only 0.001 in "1(0) 
which remain virtually indistinguishable from the true soli­
ton up to almost the hilltop, but then veer off sharply in 
opposite directions. 

In a similar fashion we may extrapolate from the circu­
lar precessions of the slow-fluctuation catalog. Such an orbit 
could at larger amplitUdes become somewhat hexagonal, 
possibly also triangular. Accordingly, one may surmise the 
existence of curved solitons connecting a hilltop with an ad­
jacent and with a next-but-one hilltop. Such solitons exist, in 
fact, and examples for A. I = 3/9 are shown in Fig. 13. We 
confine ourselves to this demonstration and leave out all 
further detail. 
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The head-wave contribution to a reflection is investigated by two different methods and it is 
shown that the new result presented by Lerche and Hill [J. Math. Phys. 26, 1420 (1985)] for 
the head-wave amplitude is in error due to the use of an inappropriate mathematical method. 

I. INTRODUCTION 

In a recent paper, Lerche and Hill I have investigated the 
amplitudes of reflections and head waves from a rough inter­
face. As a prerequisite, they considered a smooth interface 
and derived an asymptotic result for the amplitude of the 
head-wave contribution (LH30-henceforth we use the ab­
breviation LH to refer to Lerche and Hill and equations 
therein). They comment that their result differs from the 
expression in Aki and Richards2 [Eq. (6.25)] by a factor 
(2/e) 1/2 and that the evaluation of Aki "involves further 
approximations whereby the factor (2Ie) 1/2 is lost." This 
result and statement are surprising as the asymptotic results 
for the head-wave amplitude derived by a variety of distinct 
techniques, e.g., asymptotic ray theory/ Cagniard-de 
Hoop-Pekeris method4

-
8 as well as the usual branch cut 

evaluations by asymptotic techniques,2.9,10 agree, Inciden­
tally, we find that expression (LH30) is in error by a factor 
of (2e)-1/2 [not (2/e) 1/2], as the result in Aki and Rich­
ards2 also contains an error of a factor of2. In this paper, we 
rederive the head-wave amplitude by two techniques (to es­
tablish beyond doubt the correct result) and identify the 
source of error in LH. 

II. BRANCH-CUT EVALUATION 

The expression for the pressure field of the reflected 
wave is given by 

'loo Jo(KR)eik,(Z+Zo) 
Prefl = I B K dK, 

o kl 
(LH6) 

where the variables are defined in LH and for brevity we 
have not substituted for the reflection coefficient, B (LH5). 
This integral can be decomposed and the head-wave contri­
bution comes from the term 

12 =e - i(1T14)( (USI ) 112 (1T2 dO cos O(sin 0) 1/2 
21TR Jo a + b sin2 0 

X (sin2 Oc - sin2 0)1/2eiNcoS(IJ-q,) (LHI4) 

= e-I(1T14) __ I . ((Us )112l1T2dOCOSO(SinO)I/2 

21TR 0 a + b sin2 0 

xexp[iN cos(O - ¢) + pn(sin2 Oc - sin2 0)], 
(LHI8) 

where, using LH's notation, we have made some trivial sub­
stitutions to simplify. LH evaluated the second expression 
(LH 18) by finding the stationary points of the exponent. 

The traditional method of evaluating the branch cut integral 
in expression (LHI4) is to change the variable of integration 
to the branch cut radical,9.10 i.e., 

v = (sin2 Oc - sin2 0)1/2 (1) 

and convert it to a saddle-point integral. With this substitu­
tion (1), the exponent in (LH 14) becomes 

X = iN [cos ¢( 1 - sin2 Oc + v) 1/2 

(2) 

which has a stationary point, i.e., dXldv = 0 at v = O. At 
this saddle point we have 

and 

X=iNcos(¢-Oc) 

iN sin(¢ - Oc) 

sin ec cos ec 

(3) 

The integral can be evaluated using the principle of station­
ary phase without distorting the path of integration which 
runs from v = sin ec to v = 0 and then to v = i cos ec ' Using 
the second-order saddle-point method, we obtain the asymp­
totic result 

1 sin e ( cos e )3/2 
12= - (USI' R 1/; f-l sin(¢ ~ ec) 

exp[iNcos(ec -¢)] 
X . 

a + b sin2 ec 

(4) 

This expression should be compared with (LH27) and is 
seen to differ by a factor - (2e) 1/2 [the negative sign ap­
pears to be a trivial error corrected in (LH30) ]. The expres­
sion for the head-wave contribution is then 

P _ i . 2pI . S2 . exp(i(u'Th ) 
head - - - -2--2 R 1/2L 3/2 

(U P2 SI - S2 
(5) 

compared with (LH30). This expression (5) agrees with 
Aki and Richards2 [Eq. (6.25) ] apart from a factor of2 that 
has been lost between Eqs. (6.23) and (6.24) of that book. 
Next we discuss why LH's evaluation is in error and then 
confirm expression (5) by another method. 

III. SADDLE-POINT EVALUATION 

To evaluate expression (LH 18), LH first determine the 
stationary points of the exponent. The significant one exists 
at 
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O2 = Oc + i/2N sine; - Oc) + O(N -2) 

and the second derivative is 
(LH22) i.e., a Taylor expansion about the head-wave discontinuity, 

and is found to be the inverse Fourier transform of (5). 
We outline very briefty the Cagniard technique. Using 

~;~ = 2N2 sin2 (Oc -;) + O(N). (LH26) the symmetries of the Bessel function, expression (LH6) can 
be rewritten (w real) 

The contour of integration is distorted to pass through the 
saddle point O2 and the integral evaluated by the saddle­
point method. Unfortunately, although O2 is a stationary­
phase point, the saddle-point method is inappropriate. A ba­
sic requirement for the saddle-point method is that the 
Taylor expansion of the exponent at the stationary-phase 
point should be a good approximation within the width of 
.the saddle point where the main contribution to the integral 
arises. From the second derivative of the exponent (LH26), 
we see that the width of saddle is of order l/IN sin ( ° c -;) I. 
Higher derivatives of the exponent are given by 

d ",p = _ ..!..(n _ 1)!(2iN)nsinn(; _ Oc)[ 1 + O(N -I)]. 
don 2 

(6) 

It is readily apparent that within the width of the saddle 
point, all terms in a Taylor expansion of the exponent are of 
similar magnitude and importance. Notice that the distance 
between-the saddle point O2 (LH22) and the branch point ° c 

is comparable with the saddle width, and at the branch point 
the exponent is singular. The Taylor expansion is therefore 
not valid over the required range. The saddle-point method 
cannot be used to evaluate the integral and LH's result 
(LH27) is in error. Rather than leading to a "small" correc­
tion by (2/ e) 1/

2
, their technique is inappropriate and leads 

to a significant error of (2e) - 1/2. 
LH have evaluated the integral 12 by a technique equiva­

lent to the Stirling approximation for the gamma function. 
Then we have 

r(n + 1) = Lao xne-Xdx (7a) 

e!.nne-n S:ao e-(1I2n){x-n)2 dx (7b) 

= (2mr)1/2nne- n• (7c) 

Expression (7a) is the integral definition of the gamma func­
tion which is evaluated by the second-order saddle point ap­
proximation (7b) to give the Stirling approximation (7c). 
This approximation is valid for n> 1 when the saddle point 
atx = n is well away from the origin. But for n = !, we know 
r(~) = 11'1/2/2 exactly, whereas the Stirling approximation 
(7c) gives (11'/2e)1/2, i.e., a factor of (2/e)1/2. The other 
factor of 2 comes from approximating the integral on both 
sides of the branch point by the semi-infinite integral [as in 
(7a) ]. 

IV. THE CAGNIARD-DE HOOP-PEKERIS METHOD 

An alternative technique for investigating the head­
wave contribution is the Cagniard-de Hoop-Pekeris meth­
od.4-8 Rather than evaluate (LH6) asymptotically, we take 
the inverse Fourier transform with respect to frequency and 
obtain the impulse response. The head-wave contribution 
can then be investigated by a first-motion approximation, 
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ilwl fao H~l)(wpR)eiD>q,(Z+Zo) 
Preft =- B pdp, (8) 

2 -'" ql 
where wql = kl and wp = K. The p-contour is distorted so 
that Im(pR + ql (z + zo» = 0, the so-called Cagniard con­
tour. We use 

- H ~l) (aw)e - ioJt dw 1 sao 
211' - ao 

{ 

2i 
- 2 2 1/2' for It I >a; 

= 11'(t - a ) 
0, for It I <a, 

(9) 

to take the inverse Fourier transform of (8) and obtain 

P - 2. d I ·1 Bp H(t-pR -ql(Z+ZO» d reft---m - ip 
11' dt c ql [(t - ql(Z +ZO»)2 _ p2R2]1/2 ' 

(10) 

where by symmetry we have restri"ted the Cagniard contour 
to the fourth quadrant. This expression is zero for t < 'rh (as 
all terms in the integrand are real) and nonzero for t> 'r h as 
B becomes complex at the branch point, p = 32' Expanding 
about p = 32 for t ~ 'rh , the important terms in the integrand 
are for the factor (p - 32) 1/2 from the branch cut in B, and 
(t - 'rh - L(P - 32»)-1/2 from the denominator. Treating 
the other terms as constant and evaluating the integral, we 
obtain 

D _ .?e!.._S_2_. 1 H(t-'rh) (11) 
Chead - - ..2..2 R 1/2L 3/2 ' P'2 .)'1 -.)'2 

which is consistent with the inverse Fourier transform of 
(5). Including higher-order terms in the Taylor expansion 
of the integrand (to) results in contributions to the head 
wave with higher-order discontinuities, e.g., (t - 'rh ) 
XH( t - 'rh ), but this does not modify the asymptotic result 
(5). 

V. CONCLUSIONS 

It has been shown that the new result given by Lerche 
and Hilll for the head-waveeontribution to a reflection is 
incorrect by a factor (2e) - 1/2. The correct result is con­
firmed using two different but standard techniques. The er­
ror occurred in Lerche and Hill due to the inappropriate use 
of the saddle-point method. Their method is equivalent to 
using the Stirling approximation for r(n + I) with n =! 
[introducing an error of (2/ e) 1/2] and reducing an integral 
on both sides of the branch point to one side (causing a 
further error of p. Fortunately the error in Sec. II of LH 
does not affect the rest of the paper. The results in Sec. III are 
still valid. 11 
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In this paper the results of a search for bilinear equations of the type P(Dx' Dt)F . F = 0, 
which have three-soliton solutions, are presented. Polynomials up to order 8 have been studied. 
In addition to the previously known cases ofKP, BKP, and DKP equations and their 
reductions, a new polynomial P = DxDt (Dx 2 + V3DxDt + Dt 2) + aDx 2 + bDxDt + eDt 2 has 
been found. Its complete integrability is not known, but it has three-soliton solutions. Infinite 
sequences of models with linear dispersion manifolds have also been found, e.g., 
P=Dx MDtNDyP

, if some powers are odd, andP=Dx MDtN(Dx 2 - l)p, ifMandNareodd. 

I. INTRODUCTION 

There are several methods for studying integrable non­
linear evolution equations (NEE's), the most famous being 
the inverse scattering method. However, there are still no 
systematic methods to approach NEE's that are not com­
pletely integrable, but which nevertheless do have some nice 
properties. Such "almost integrable" systems may be quite 
important in practice. For these the heavy machinery asso­
ciated with complete integrability may not be applicable. It 
is therefore useful to study also other apprOaches where less 
demanding assumptions can be made. 

One interesting alternative method was introduced by 
Hirota1 15 years ago (for reviews see, e.g., Refs. 2 and 3). 
The fundamental idea in Hirota's formalism is to use some 
dependent variable transformation to put the equation in a 
form where the unknown function appears bilinear/yo In the 
process one usually has to extract one or two derivatives. For 
example in the case of the Korteweg--de Vries equation 

Uxxx - 6uux + Ut = 0, (1) 

one first introduces a new dependent variable v by U = vx • 

Then (1) can be written as 

ax [vxxx - 3(vx )2 + v,] = o. (2) 

Finally with the dependent variable transformation 1 

U= -2ax
2 10gF (3) 

or v = - 2 ax log F, we find that the part in square brackets 
in (2) vanishes provided that F satisfies the equation 

(Dx 4 + DxDt}F 'F=O, (4) 

where the operators Dx and Dt are defined by 

P(Dx, Dt)F' F 

=p(ax -ax"at -at,)F(x,t)F(x',t')lx'=x,t'=t, (5) 

for an arbitrary polynomial P. (For a list of properties of the 
D operator, see Appendix I of Ref. 4.) 

A bilinear form has been constructed for many other 
completely integrable systems by Hirota and others. From 
their results one can make the conjecture that all completely 
integrable NEE's can be put into a bilinear form (this will 
sometimes involve auxiliary independent and dependent 
variables, see below). The converse, however, is not true: a 

bilinear form can also be constructed for many equations 
that are not integrable. To be precise, the bilinear formula­
tion guarantees only the existence of two-soliton solutions 
(see Sec. II). So in this sense Hirota's bilinear formalism is 
somewhere between complete integrability and complete ar­
bitrariness. 

In this paper we report the results of a search for bilinear 
equations of type 

P(Dx' Dt)F' F=O, (6) 

which have three-soliton solutions. To set the stage we list 
here those previously known completely integrable NEE's 
that lead to bilinear equations of type (6). For the Boussin­
esq equation 

Uxxxx + 6(u2
)xx + Uxx - Utt = 0, (7) 

one uses the dependent variable transformation 

u=ax
2 10gF, (8) 

and after extracting two x derivatives [cf. (2)] one ob­
tainsS,6 

(Dx 4 +Dx 2 -Dt
2 )F' F=O. (9) 

For the Sawada-Kotera equation 7 

Uxxxxx - 15uuxxx - 15uxuxx + 45u2ux + Ut = 0, (10) 

the substitution (3) and extraction of one x derivative 
yields7,8 

(Dx 6 + DxDt)F . F= o. (11) 

The shallow water wave equation of Hirota and Satsuma9 

Uxxt + 3uu, - 3ux i Ut dx' - Ux - Ut = 0 , 

yields with (8) 

CD/Dt -Dx 2
- DxDt)F·F=0. 

(12) 

(13) 

The above equations have two independent variables, x and 
t, but bilinear equations have also been constructed for some 
(2 + 1) -dimensional equations. The most famous of these is 
the Kadomtsev-Petviashvili (KP) equation 

U xxxx + 6(u2
)xx + U xt ± 12uyy = 0, 

which yields with (8) (Ref. 10) 

(D" 4 + DxDt ± 12Dy 2)F' F= O. 

(14) 

(15) 
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The bilinear form of a given integrable NEE is not al­
ways as simple as the ones given above. For the modified 
KdV equation 

Vt + 6v1vx + Vxxx = 0, (16) 

Hirota proposes3
,II the independent variable transformation 

v= -fax log (///*), 
which yields a pair of bilinear equations 

(Dt + Dx 3)/ '/* = 0, 

Dx 2/,/* =0, 

(17) 

(18) 

for the two dependent functions, / and its complex conju­
gate. 

Completely integrable NEE's come in hierarchies and 
the above single equations are the simplest bilinear equations 
of the hierarchy. To give a bilinear formulation for the other 
members of the hierarchy one has to add new independent 
time variables and new equations. 12-14 

Recently the bilinear formalism has received a far­
reaching interpretation by the Kyoto school. 13 They have 
related several hierarchies of integrable bilinear equations to 
Kac-Moody algebras. An important ingredient in this ap­
proach is the use of an infinite number of time coordinates in 
a certain well-orchestrated manner (this has already ap­
peared in textbooks, see Ref. 14). In this approach the most 
basic system is the KP hierarchy, whose single-equation 
member is the KP equation (15) above. Many other equa­
tions can be obtained from these basic hierarchies by certain 
reduction methods. 13, 15.16 

As was mentioned above, any equation that can be writ­
ten in the bilinear formalism has two-soliton solutions, but 
the situation is much more complicated even for three-soli­
ton solutions. Ramani has studied I? the integrability ofvar­
ious NEE's as mirrored by the Painleve analysis and com­
pared it with the existence of three-soliton solutions. He 
draws the conclusion that the Painleve property and the ex­
istence of three-soliton solutions go hand in hand, suggesting 
the conjecture that the existence of three-soliton solutions 
implies complete integrability. An interesting new model is 
found in this process 

(Dx
6 +Dx

3D,+kD,l)F·F=0. (19) 

It passes the Painleve test precisely for k = !, which is 
also the only value for which it has three-soliton solutions. 

In this paper we present results of a search for bilinear 
equations of type (6), which have three-soliton solutions. 
The search extended up to polynomials P(Dx,Dt ) of total 
degree 8. Surprisingly enough one new equation was found 
already at degree 4. Some of the results generalize to higher 
dimensions. The extensive calculations were done with a 
computer, mostly using the symbol manipulation language 
REDUCE. 

The paper is organized as follows: In the next section we 
show that all NEE's that can be put into the bilinear form 
(6) have two-soliton solutions, and after this derive the 
three-soliton condition (3SC). In Sec. III we discuss how 
the condition can be formulated in the language of algebraic 
geometry. The method of classification, which proceeds 
from monomials to homogeneous polynomials to general 
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polynomials, is presented in Sec. IV. The main search is done 
in two dimensions, but the results are extended to higher 
dimensions in Sec. IV F. 

II. PROPERTIES OF BILINEARIZABLE EQUATIONS 

Hirota used the bilinear formalism to construct closed 
form multi soliton solutions for various systems. Most PDE's 
have traveling wave solutions but only in exceptional cases 
do they have solutions where these traveling waves scatter 
elastically, i.e., are true solitons. An important result is that 
if the equation can be put in a bilinear form it will always have 
at least two-soliton solutions/' as we will now show. 

Let us consider a bilinear equation of the form (6). To 
get a single soliton solution we take for F the exponential 
ansatz 

(20) 

where p, 11, and m are constant parameters, (For generaliza­
tions, see Refs, 18-20,) Note that F does not have a lump­
type shape, but u defined by (3) or (8) does have. This F is a 
solution of ( 6), provided that the parameters p and 11 of the 
soliton are chosen so that they satisfy the dispersion relation 

P(p,11) =0. (21) 

At this point we also get some mild conditions for the poly­
nomial P: It must be even and without a constant term 

P(Dx,D,) = P( - Dx, - Dt ), P(O,O) = o. (22) 

A two-soliton solution can always be constructed for 
( 6 ), As an ansatz take 

F = 1 + en, + en, + B 12 en, + n, , 

where 

(23) 

(24) 

for each i = 1,2. This solves (6) if (21) holds for each pair 
(Po11;) and if the new constant BI2 is chosen to be 

B12 = - P(PI - P2,11 I - 112)/P(PI + P2,11 1 + 112 ), (25) 

This method of constructing a two-soliton solution 
works for all nonlinear equations that can be cast in the 
bilinear form (6) with (22). However, when theansatz (23) 
is extended to three or more solitons we get stringent condi­
tions for the polynomial P. 

For the general N-soliton solution Hirota starts with a 
generalization of (23) and writes F in the form3 

[
(N) N] 

F= I"~'l exp ~AijJ-t;/.lj + i~lJ-tini , (26) 

wherethen; are given as before in (24). When (26) issubsti­
tuted into (6) we obtain at first order in en the condition 
(21) for the constants Pi' 11;, i = 1, ... ,N. The constants Aij 
are determined at second order in en by the analog of (25) 

expAij = -pcp; -Pj>11i -11j )/P(Pi +pj,11; +11j ). 

(27) 
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At higher orders one obtains conditions of the type 

S [P,n] == uJ:± I petl CT;/Jk" ;tl CT/nk,) 

(II) 

xU. P(CT;/Jk, - CTjPkj,CT/nk, - CTjnk)CT;CTj = 0, 
'>j 

(28) 

for each n = I, ... ,N, and k/e{I, ... ,N} with k/ >kj for i>j, 
anq.forallpk' .ok subject to (21). [Note that for n = I or 2 
Eq. (28) is satisfied autoinatically.] Equation (28) is to be 
(egarded as a conditiQn on P rather than on the plUlUDeters 
Pk and .ok' therefore it is suffi9ient that the indices k/ also 
rangefJ::om I to n, andk; andkj may in (28) be replaced by i 
andj, respectively. Equation (28) and the preceding calcula­
tions gener~ immediately to a higher number of param­
eters used in multidimensional equations. 

For a three-soliton solution one gets the first non~rivial 
conditions form (28) (n = N = 3), the three-soliton condi­
tion (3SC), which is the J1lain subject ofthis paper. 

The 3SC was studied n~erical1y by Ito21 for some spe­
cific cases. As a new result he found that a generalization of 
(13), namely 

P==Dx 3Dt + aDx 2 + bDxDt +- eDt 2 + dDtDy , (29) 

also satisfies (28). 
Recently (28) bas been studied in Ref. 22. In that paper 

a multitime approach was ul!ed with 

This choice is related to the KdV family, since in two dimen­
sions it implies P = k, .0 = - k 3, which is clearly a solution 
of the KdV dispersion equations p4 + pn = 0 [cf. (4) and 
(21)]. In this paper no such specific relation is assumed 
betweenp and n. 

III. FORMULATI9N OF THE PROBLEM IN THE 
LANGUAGE OF ALGEBRAIC GEOMETRY 

A. General dlacu .. l()n 

According to the previous section the N-soliton condi­
tion has the following formulation. 

FI: A bilinear equation P(Dx.Dt)F 'F= 0 has N-soli­
ton solutions, if the polynomials S[P,n] (X,t) (n = I, ... ,N) 
derived from P(X,T) according to (28) vanish at points 
(x,t) for which P(x/Ot/) = 0 for all i = I, ... ,n. 
[For clarity we have changed the notation from (p;,n/ ) to 
(x;,t/), and also denoted x = (XIO ... ,xIl)' etc.] Problems of 
this type, relating the zero sets of various polynomials, are 
best formulated in the language of affine algebraic geometry. 
We will start by recalling some basic definitions: 23 

The ring of polynomials in the variables X and T over C 
will be denoted by C [X, T]. The ideal generated by a polyno­
mial P(X,T) is given by (P) = {PQ IQeC[X,T]}. For the 
affine-space we takeA = C2 (where the vector space proper­
ties are ignored). A given PeC[X,T] defines an affine mani­
fold Vp in A by 

Vp = {(x,t)eA IP(x,t) = O}. (30) 

In the present context the algebraic curve Vp will be called 
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dispersion manifold. Instead of the polynomial P we may 
here take the ideal (P ) generated by it, and define, in general, 

VI = {(x,t)eA l"peI, p(x,t) = O} . (31) 

Conversely, the polynomials that vanish on VI form an ideal, 
I( VI)' In general we have I~I( VI)' 

The previous definitions were given for one polynomial 
of two variables, but they generalize immediately to any fin­
ite number of polynomials in a finite number of variables. 
Let us next take C[X,T] = C[XI, ... ,xN' TIO ... ,TN ], into 
which the polynomial S[P,N] in the N-soliton condition be­
longs. The corresponding affine space is C2N

• The dispersion 
~nifold Vp (30) can be embedded into C2N in N ways: 

V/i) = {(x,t)eC2N IP(x/Oti ) = O}, (32) 

for i = 1, ... ,N. Let us also defin~ Vp,N by 

Vp,N = {(x,t)eC2N IP(xj>t;) = 0, " i = 1, ... ,N} 

= n Vp(i). 
i 

(33) 

With these definitions we get a second formulation e­
quivalent to FI: 

F2: The polynomial P satisfies the N-soliton condition 
iff S [P,n]eI( Vp,II)' for n = 1, ... ,N. 

It is important at this point to realize that the correspon­
dence between the polynomial P and the ideal I( Vp,N) is not 
1-1. So although the explicit form of the potential is needed 
to constructS[P,N], only the zero set of Pis of importance 
when we consider the idea1 generated by Vp,N. To clarify this 
point we have to introduce one more definition. For an ideal 
I in the ring R its radical ideal VI is defined by 

VI = {peR 13n S.t.p"el}. (34) 

We observe (Ref. 23, p. 22) that VI = I( VI)' 
Thus for a given polynomial we must construct its radi­

cal ideal. Since the polynomial ring C[X,T] is a unique fac­
torization domain, the polynomial P(X,T) can be decom­
posed uniquely into irreducible factors as 

P(X,T) = constXII Qj(X,T)"j
, (35) 

j 

where each Qj is a monic (i.e., leading coeff. = 1) irreduci­
ble polynomial. The irreducible affine manifold V( Q) corre­
sponding to the irreducible polynomial Q is called an affine 
variety; V(P) = U j V( Qj ). [The overall constant in (35) 
can be .omitted since it factors out in the definition of the 
dispersion numifold ana in the N-soliton condition.] 

It will be useful later to combine those factors that have 
the same multiplicity nj , and writ~ P as 

• 
P(X,T) = II PI (X, n II" where nl > nj for i <.i. (36) 

;= I 

For later use we introduce also the notation Hi for the lead­
ing homogeneous part of Pi' while the leading monomial 
(having the highest power of X) of HI is denoted by Mi' 

Associated with P we define 
VP(X,n = II Qj(X,n = II P;(X,T) . (37) 

j i 

Clearly V P(x,t) = 0 iff P(x,t) = 0, thus Vp = V vP' in fact 
l(Vp ) = (VP) = V(P) (Ref. 23, p. 22). 

For our final formulation we need the following. 
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Theorem: 

I( Vp,n ) til v' P(Xj>Ti )Kn,i (X.T) I Kn,;EC[X.T] }, 

Proof: As a consequence of Hilbert's Nullstellensatz we 
can write the rhs as 

while for the lhs we obtain 

where we have used the property I( Uk Vk ) = n J( Vk ). 

For the next steps we have to use the fact that the VQ (i)·s with 
different i's have polynomial conditions that depend on dif­
ferent sets of variables. Then n i V Q

jj 
(i) can be interpreted as a 

Cartesian product of the affine varieties VQj; and in such a 

case we have I( V X W) = (I( V) UI( W) > (Ref. 24. p. 86). 
Thus if the I ( V (i)·s are interpreted as ideals in the common 
ring C[X.T] we obtain 

Again. if the variables appearing in the generators of I are 
different from those appearing in the generators of J and K. 
then we have the distribution law I + JnK (l + J) 
n (l + K). Using it repeatedly we conclude the proof. • 

With this result we can finally write the N-soliton condi­
tion in a computable way as follows. 

F3: The polynomial p(X.n passes Hirota's N-soliton 
condition iff we can write 

" S [P.n] L v' P(XoTj )K",i (X.T) • (38) 
j 1 

for n = 1 ..... N with some polynomials K".iEC[X.T]. 
Note that the original polynomial P enters in the left-hand 
side. but only its radical on the right-hand side. 

In the special case of three-soliton solutions we get just 
one extra condition. namely (38) for n = 3. i.e .• 

S [P.3] = v'P(X1,T1)A(X.T) 

+ v'P(X2,T2 )B(X.T) + v'P(X3,T3 )C(X,T) . 
(39) 

There is another. perhaps more intuitive. way to arrive 
to (39). Let us choose three points (a\bi)EVp • i 1.2.3. 
corresponding to the three solitons. We embed them in C6 as 
(a.b) = (al,a2.a3,b I.b 2.b 3)EVp,3' There will then besomeji 
so that [cf. (32). (35) 1 

As we let each (ai.b i) vary independently over Vp we see 
that it is enough if S[P,3] vanishes in V(jl) n V(j2) n V(j3) 
for all possible choices of the three j;'s. But the union over 
these choices yields nothing but Vp,3 as defined in (33). so 
the previous result is again obtained. 
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B. Interpretation for the computer 

To test whether S[P,3] can be written in the form (39) 
one could. in principle, substitute a sufficiently general an­
satz for the polynomials A, D, and C and try to solve for the 
unknown coefficients. However, S[P.3] is so complicated 
even for rather simple polynomials that this approach is. in 
practice. impossible. What was done instead was to interpret 
Eq. (39) using a rewrite rule. For each i we took the leading 
monomial v'M(Xj>Tj ) ofv' P(Xi.Ti ) and replaced it every­
where in S[P.3] by the expression v'M(Xj>Ti ) 
- v' P(Xj>Ti ). until no factors of v'M(Xj>Ti ) appeared in 

the expression. or it vanished. For example. in the KdV case 
it means replacing Xi 4 by Xi T; for each i wherever a fac­
tor of X/ can be extracted. Evidently. S[P,3] vanishes in this 
process if and only if it can be written as in (39). Of course 
the substitution must usually be made several times until all 
factors of v'M(Xi.Tj ) disappear. In REDUCE this is accom­
plished using a LET statement. 25 

Most of the computations were done using computer 
algebra systems. The simplest problems were solved using 
muMA TH in a PC computer, for more complicated ones we 
used REDUCE, first in DEC-20 and later in IBM 3081. 

IV. THE METHOD OF CLASSIFICATION 

A. Preliminary remarks 

It is clear that the property of passing 3SC is invariant 
under any nonsingular linear change of coordinates. It is 
useful to eliminate part of this freedom by fixing the coordi­
nate system. 

The coordinate system is fixed in the following manner: 
Let us take the polynomial factor PI (which has the maxi­
mum multiplicity n I) and in it the homogeneous polynomial 
with the highest degree HI' Now HI factors into linear fac­
tors and of these we choose the one with the highest multi­
plicity, let us denote it by Ll aX + bT. If this monomial 
has other factors differing from L I we take the one with next 
highest power as L2 = eX + dT. If H 1 is just a power of L I we 
check the leading monomial of P2 (which has the next high­
est multiplicity), and so on. If all the Hk's are powers of L1 
we continue with the next to leading monomials, etc. until 
another linear factor is found, or P = P(L I) and the system 
is one dimensional. If two factors are found we make the 
transformation to new coordinates defined by 

(40) 

This choice of coordinates will greatly simplify the classifica­
tion process. It still leaves the possibility of scaling T, which 
will be used later. 

As the previous discussion shows we must in the various 
steps of the classification process keep account of the multi­
plicities of the original polynomial. To keep track of this we 
will use square brackets to indicate the original grouping of 
polynomials given in (36) . We write 

(41) 

and similarly for Pm and v' Pm' Note that we mean [v' P ] h' 

which respects the previous factorization, and not v' [ Ph ]. 
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One essential component in the bilinear treatment of the 
present case is that P(X,T) is an even polynomial without a 
constant term (22). We assume here that when the invar­
iance under X ...... - X, T ...... - T is applied to the factorized 
form (36) it implies a fixed parity for all factors, i.e., that 
Pi ( - X, - T) = ± Pi (X,T) for each i. 

B. Reduction from Pto a homogeneous to a monomial 
prOblem 

In the condition for S[ P,3] (39) it is of course necessary 
that it holds for the highest-order homogeneous part by it­
self. This is clear from the equation, where the highest degree 
terms can be isolated, but it holds equally well using rewrite 
rules: we just replace [ v' P ] m (Xi' ~ ) everywhere in 
S [ Ph .3 ] by the expression [ v' P ] m (XI> T/ ) 
- [v'Ph(Xi,Tj ). 

We take one more step: If the homogeneous part is to 
vanish we must assume that the highest degree (in X/s) 
monomial part in the equation vanishes by itself. In terms of 
rewrite rules this means that S [ Pm ,3] should vanish after 
substituting zero for each occurrence of [ v' P ] m' 

The first step in the classification is, therefore, to discuss 
the monomials for which the three-soliton condition is satis­
fied for various relevant [v' P ] m • 

C. Monomials 

To start we observe that monomials in one variable al­
ways pass the three-soliton test. We may assume that after 
the possible change of coordinates described in Sec. IV A we 
have Pm =XM and [v'P]m =XK, where M>K. The de­
gree of S [X M,3] is 4M and so in each monomial in 
S [X M,3] at least one of the three Xi'S will have a degree 
greater than M, therefore in each term a factor of X f can be 
extracted for some i and thus expansion (39) is valid. 

TABLE I. The classification steps for polynomials of degree 4. 

Type 

(4.0) 

Leading 
monomial 

Possible 
homogeneous 
generalization 

Accepted 
homog. 

generalization 

Monomials in two variables are discussed in detail in 
Appendix A. To summarize the results we introduce the 
auxiliary function p, by 

p,(k) = [(k+2)/4] + [(k+3)/4], (42) 

where the square brackets denote the integer part. The re­
sults can now be stated as follows: Let 

Pm =XMTN, [v'P]m =XKTL, 

"M+N even, M>K> 0, N>L>O. 

Necessary conditions for Pm to pass the three-soliton test are 
the following. 

(l)lfMisoddandK = 1, thenL<p(N -1) + 3. or if 
L = I, thenK<p(M -1) + 3. 

(2) If M is even and N = L = 2, then K<2, or if 
M=K=2, thenL<2. 

(3) In all other cases K<p(M) andL<p(N). 
In Appendix A these conditions were shown to be necessary, 
but they also appear to be sufficient. To be sure we checked 
them for N + M< 12 by computer. 

With these results we can start to construct Tables I-III. 
In the first column we give the type of the polynomial, 
(M,N). According to the choice of X and Tin Sec. IV A the 
variable with highest multiplicity is X. Usually we have also 
M>N,andifM <Nwe give the type as (N,M) and remind of 
this reversal by a letter R in the first column. 

For the second column in the tables we consider the 
products 

II [X "Ts'r' , (43) 
j 

for which 

Lrjnj =M, Lr/ =K, Lsjnj =N, LSi =L, 
iii i 

Possible 
generalizations 

Accepted 
final 

result 

[X]4 
[X]2[X2 - I] [Xj2[X2 - 1] 

(44) 

Comments 

[X· + oI2 + bXT + CT2] [X 4 + oI2 + bXT + CT2] 

I dim 
1 dim 
(I A) 

(3.1) 

(2.2) 

1736 

[XT]2 
[Xj2[T2] 
[X2T2] 

[X]3[T] 
[X]2[(X +aT)T] [X) 2 [XT] 

[X]2[(X + T)T] 
[XT(X2+ ... )] [XT(X 2+ ... )] 

[XT]2 
[X]2[T2] 
[X2T2] 
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[X]2[XT+ 1] 
[XI2[ (X + T) T + Rol 
[XT(X2 + ... ) + Rz] 

[X]2[T2-1] 
[X 2T 2 +Rz] 

[XP[T] 
[Xj2(XT+ I] 

[X]Z[ (X + T)T] 
[XT(X 2 + oIT + T2)] 

[X 3T + oI2 + bXT + CT2] 
[XT(X 2 + y3XT + T2) 

+ oI2 + bXT + CT2] 

0(3,1) 
see below 
0(2,1,1) 

o(l,I,I,l} 
(I B) 

(IC) 

0(2,2) 
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TABLE II. The classification steps for polynomials of degree 6. 

Possible Accepted Accepted 
Leading homogeneous homog. Possible final 

Type monomial generalization generalization generalizations result Comments 

(6.0) 
[X)6 [X)6 [X)6 0(6) 

[X)4[X2) [X)4[X') [X)4[X' - I) [X)4[X' - I) I dim 
[X)'[X') [XJ'[X') [X)'[X 3 + R,) 
[X)'[X4) [X)'[X 4) [X)'[X 4 + R, + Ro) [X)'[X 4 + aX' + 1) I dim 

[X 3 f [X'f [X'+R,f 
[X6) [X6) [X 6 +R4+R,] [X 6 + aX4 + XT) (I D 1) 

[X 6 + 5X'T - 5T' (l D2) 
+aX' +bXT] 

(5.1 ) 
[X]'[T] [X]'[T] [X)5[T] 0(5,1) 

[Xj4[XT] [XJ 4«X + aT)T] [X)4[XT) [X)4[XT+ I) 
[X)4[(X+T)T] [X]4[ (X + T)T + a) [X]4[ (X + T)T] o( 4,1,1) 

[X'F[xT] [X'f[(X+aT)T) [X']'[XT) [X' - 1]2[XT) [X' - 1]2[XT] p(2;I,l) 
[X']>[(X + T)T) [X 2-11'[(X+T)T] 

[X)3[X2T) [X]'[(X 2 + ... )T] [XI'[X'T] [X)'[X'T+R,] [X]'[(X'-I)T) p(l;3,1) 
[X]3[XT(X+ T)] [X]'[XT(X + T) +R,] 

[Xj'[X'T] [X]'[(X'+ "')T] [X)'[X 3T) [X]'[X'T + R, + Ro] 
[X'T) [(X4+ "')XT) [X5T] [X'T + R4 + R 2) 

(4.2) 
[X)4[T]' [X)4[T]' [X)4[Tf 0(4,2) 
[X]4[T"] [X)4IT'] [X]4[T'-I] 

[X'T]' [XT(X+aT)]2 [X'T)' [X 2T+R,)' 
[Xl'[T]'[X] [X]3[T]'[X + aT] [X)3[T)'[X) 

IX)'[T]2[X + T] [X]3[T]2[X + T] [X)3[T)2[X + T] 0(3,2,1) 
[X]3[XT2) [X)3[ (X + aT)T2) [X]3[XT'] [X)3[XT' + Rd 

(3.3) 
[XT)' tXT)' tXT)' 0(3,3) 

[X)3[T'] [X)3[T 3J [X]'[T'+R.l [XJ'[{T' -1)T] p{l;I,3) 
[XT]2[XT] [XT)2[(X+aT)T] [XT]'[XT) [XT)2[XT+ I) 

[XT+ 1)2[XT) 

with M, K, N, and L satisfying the conditions (1 )-( 3) 
above. 

or the condition P( 0,0) = 0. The following additional condi­
tions are easily shown to be necessary. 

It is not necessary, however, to take all of the mono­
mials, for some of them cannot possibly lead to an acceptable 
final result. This is mainly because they will eventually con­
flict with the definition of liP, the choice of the coordinates, 

TABLE III. The classification steps for polynomials of degree 8. 

Possible Accepted 
Leading homogeneous homog. 

Type monomial generalization generalization 

(8.0) 

[X]" [X]" 
[X']'[X]2 [X'l'[XF 
[X]4[X2]' [X]4[X']2 

[X 4J' [X4]' 
[X]6[X'] [X)6[X') 
[X']'[X'] [X 3J'[X'] 
[XJ'[X'] [X]5[X3] 
[XJ4[X 4J [X]4[X4] 
[X']2[X 4

] [X2]'[X4] 
[X]'[X 5] [Xj'[X 5

] 

[X]'[X 6] [X]'[X 6
] 

[X"] [X"] 
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( 1 ) Let k be such that Si ° for all i < k. Then there can 
be at most one j < k for which rj = 1. 

(2) Ifs1'f0thenr1>sl' 
(3) At least one r i or Si must be l' 2. 

Accepted 
Possible final Com-

generalizations result ments 

[X]" 0(8) 
[X' 1]'[XF IX' - I]'[X]' I dim 
[X]4[X2 _ 1]2 [X]4[X2 _ 1]2 I dim 

[X 4 +R2)' 
[X)6[X' - 1] [X)6[X'_I] I dim 

[X 3 + Rd 2 [X' - I] 
[X]5[X' +R.J 

[X]4[X4 + R, + Ro] [X]4[X4 + aX 2 + 1] I dim 
[X 2 _1]'[X 4 +R,] 
[X]'[X' +R, +R,] 

[X]'[X 6 + R4 + R, + Ra] [X]'[X 6 + 2aX 4 + a2X2 + I] I dim 
[X" +R6 + R4 +R,] 
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TABLE III. (Continued.) 

Possible Accepted Accepted 
Leading homogeneous homog. Possible final Com-

Type monomial generalization generalization generalizations result ments 

(7.1) 
[X]'[T] [X]1[T] [X]'[T] 0(7,1) 

[X]l[X2]2[ T] [XP[X2]2[T] [XP[X 2 - 1]2[T] [X]l[X2 - 1]2[T] p(2;3,1) 
[X]6[XT] [X]6[ (X + an T] [X] 6 [XT] [X]6[XT+ I] 

[X]6[(x+nT] [X]6[(X+ nT+Ro] [X]6[(X+ nT] 0(6,1,1) 
[X 2P[XT] [X2P[(X +anT] [X1P[XT] [X2 - l]l[XT] [X2_1]l[XT] p(3;1,1) 

[X2j2[(X+ nT] [X 2 -IP[(X + nT] 
[X 3]2 [XT] [X3]2[ (X + an T] [X3]2[XT] [X3 + RI12[XT + Ro] 
[X]' [X2T] [X]S[XT(X + a1)) [X]'[X2T] [X]'[x2T+R 1] [X]'[(X2-1)T] p(1;S,l) 

[X]' [XT(X + 1)] [X] 5 [XT(X + n + Rd 
[X]4[X3T] [X]4[XT(X2 + ... )] [X]4[XlT] [X] 4 [XT + R2 + Ro] 
[X2j2[X3T] [X 2 j2[XT(X2 + ... )] [X2]Z[XlT] [X2_ W[X3T+R2] 
[X]3[X4T] [X]3[XT(Xl + ... )] [X}3[X4T] [XP[X 4T+R 3 +Rtl 
[X]2IX'T] [X]2[XT(X4 + ... )] [Xj2[X'T] [X]2[X'T + R4 + R2 + Ro] 

[X7T] [XT(X6 + ... )] [X7T] [X 7T+R6+R4 +R2] 

(6.2) 
[X]6[T]2 [X]6[T]2 [X]6[T]2 0(6,2) 
[X]6[T2] [X]6[T2] [X]6[T2 I] 
[X2]3[T]2 [X2]3[T]2 [X2_1]3(T]2 
[X]4[XTJ2 [X]4[(X +a1)T]2 [X]4[XT]2 [x]4[XT+ IF 

[XlT]2 [XT(X2+ ... )]2 [X3T]2 [X l T+R2F 
[X]'rT]2[X] [X1'[T]2[X + aT] [X]S[T]2[X] 

[X]5[T]2[X + T] [X]'[T]2[X + T] 0(S,2,1) 
[X]S[XT2} [X]5[(X +anT2} [X]'[XT2] [X]'[XT2 + Rtl 

[X]l[XT]2[X] [X]3[ (X + an T]2[X + bTl [X]l[XT]2[X] 
[X]4[T]2[X2] [X]4[T]2[X2+ ... ] [X]4{ T]2[X2] [X]4[T]2[X2 1] 
[X2T]2[X2] [XT(X + an F[X2 + ... ] [X2T]2[X2] [X1T+R1F[Xl-I] 

[X]l[T]l[Xl] [X]l[T]l[Xl + ... ] [X]l[T]2[Xl] [X]l[ T]1[X3 + Rtl 

(S.3) 
[X]'[T]l [XJ'[T]l [Xl'[T]3 0(S,3) 
[X]S[Tl] [X]5[Tl] [XI'[Tl+Rtl [X]'[T(T2-1)] p(1;I,S) 
[XT]l[X]2 [XT]3[X + aT]2 [XT]3[X)2 [XT+ IP[X]2 

IXT]l[X + T]2 [XT]l[X+ T]2 0(3,3,2) 
[X]3[XT]2[T] [X]l[{X +anT]2[T] [XP[XT]2[T] [X]l[XT+ W[T] 
[X]4[T]3[X] (X]4[T]3[X + aT] [X]4[T]3(X] 

[X]4[T]3[X + T] [X}4[ T]l{X + T] 0(4,3,1) 
[X]4[T]1[XT] [X]4[T]2[(X +a1)T] [X]4[T]2[XT] [X]4[T]2[XT+ I] 
[X2T]2[XT] (XT(X + an ]2[ (X + bn T] [X2T]2[XT] [X1T + Rtll[XT + Ro] 
[XT]3[X2] [XT]3[Xl+ ... ] (XT]3[X2] [XT]3[X2 I] [XT]l[X2 - I] p( 1;3,3) 

[XT]3[X(X + n] [XT+ W[X(X + n] 
[XT]l[X(X + n + I] 

[X]l[T]2[X2T] [X]3[T]2[(X2+ ''')T] (XP[T]1[X2T] [X]l[T]1[X2T + Rtl 
R [X]l[T212[T] [X]l[ T 2J2[ T] [X]l[T2 -1)2[T] [X]3[T2-1]2[T] p(2;1,3) 
R [X]l{T]l{Tl] [X]3[T]2[Tl] [X]3[T]2[Tl +RII 
R [X]l[T'] [X]l[T'] [XP[Ts +R3+R1 ] 

(4.4) 
[XT]4 [XT]4 [XT]4 0(4,4) 

[X]4[T2]2 [X]4[T2]2 [X]4[T2 IF 
[X 2T 1F [X1T2]2 [X2T 2 +R2F 

[X]l[T2j2(X] [X]l[T1F[X + aT] [XP[T2]2[X] 
[Xj3[T2]2[X + T] [X]l[T2 - 1]2[X + T] 

[XT] 3 [XT] [XT]l[ (X + a1)T] [XT]l[XT] [XT+ W[XT] 
[XT]l[XT+ I] 

[XT]l[(X+1)T] [XT+ l]l(X + nT] 
[XT]l[(X+1)T+l] 
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The second column in Tables I-III can now be con­
structed. 

D. Homogeneous polynomials 

The next step is to reconstruct the most general homo­
geneous potential from the given monomials. Recalling 
again how the coordinate T was chosen we get certain re­
strictions in the possible generalizations, as above. 

( 4) Assume that k is defined as in ( 1 ) above, then each 
power of X for j < k must stay monomial. 

(S) If s 1 =I-° then s 1 powers of X must stay monomial. 
With these rules we can write column 3 on Tables I-III. Ifno 
homogeneous generalizations were possible column 3 was 
left empty and the result of column 2 transferred directly to 
column 4. 

All polynomials in column 3 were tested by computer 
whether they fulfilled 3SC. The positive results are given in 
column 4. We observe that arbitrary homogeneous polyno­
mials of degree 4 are allowed, but for degree> 4 one can only 
have a factor (X + aT) in addition to theX and T factors we 
started with. In column 4 we have then used the freedom to 
scale T to a = 1 or 0, and split the case into two subcases. 

E. Final results in two dimensions 

In column S we have written the most general nonhomo­
geneous polynomial as extended from the homogeneous 
polynomial in column 4, subject to the usual conditions that 
the generalization must be even, have no constant term, and 
will not conflict with the definition of V P. (For those cases 
that are eliminated by the last condition or which do not pass 
the 3SC we use three dots in the subsequent columns.) The 
notation R; refers to an arbitrary homogeneous polynomial 
of degree i. 

In column 6 we have as the result all those polynomials 
that pass the three-soliton test. The results can be divided 
into the following groups: (I) models with truly nonlinear 
dispersion manifold; and (II) models whose two-dimension­
al dispersion manifold consists of lines. 

(I A)X 4 + aX 2 + bXT + CT2. This is a combination of 
KdV and Boussinesq equations, for we have not yet used the 
freedom of choosing a new T variable. If c = ° we take 
Tnew = aX + bT and get KdV (4), while in the opposite 
case we first of all scale T so that c = - 1, then take 
Tnew = T + ! bX, and finally scale X to obtain (9). 

(I B) X 3T + aX 2 + bXT + CT2. This is a generaliza­
tion of the shallow water wave equation (13), which is ob­
tained after scaling for a = 0. It is included as a special case 
(d = 0) in Ito's equation (29). The case b = c = ° appears 
as a separate item in the table because it has a different radi­
cal ideal. 

(I C) XT(X 2 + v3XT + T2) + aX 2 + bXT + CT2. 
This is a new result. It is symmetric in X and T, a property 
not shared by any other nonhomogeneous bilinear equation 
of type (6). The leading polynomial can be transformed to 
many other forms, e.g., X 4 + 6X 2T 2 - 3T4

, but we prefer 
the canonical form. The leading fourth-order polynomial 
has an interesting property: If one chooses two factors from 
an arbitrary fourth-order homogeneous polynomial inX and 
T and redefines them as X and T then the remaining quadrat-
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ic part of the polynomial will usually depend on the particu­
lar factors chosen. However, the above polynomial is one of 
the two, for which such redefinitions have no effect. Perhaps 
this high degree of symmetry is essential for a leading part 
that is not a mere power. 

(I D 1 ) X 6 + aX 4 + XT. This is a generalization of the 
Sawada-Kotera equation (11) which is obtained for a = 0. 

(I D2)X 6 + SX 3T + aX 2 + bXT - ST2. Thisisagen­
eralization of Ramani's equation (19), which is obtained for 
a = b = ° after scaling. Note the interesting feature that co­
efficients of different degree terms are related. 

(II A) Several one-dimensional polynomials pass 3SC. 
At lower degrees the polynomial can be completely arbi­
trary, but at higher degrees we get conditions on the coeffi­
cients. Conditions are first obtained at degree 8: We find that 
the general polynomial [Xf[X 6 + aX 4 + bX 2 + 1] passes 
the three-soliton test only if b = a2 

/ 4. This one case is not yet 
enough to determine the pattern and we will return to this 
subject in a later publication. One-dimensional bilinear 
equations are perhaps not relevant from the point of view of 
NEE's, but they should not be ignored because they may tell 
us something about the structure. 

(II B) p(N;M,P) = [X2 - I]NX MT P. At least for 
2N + M + P < 9 this is acceptable if M and P are odd, which 
we conjecture to be sufficient for arbitrary degree. 

(II Cl) o (M,N) = X MTN. This is acceptable for any M 
andN. 

(II C2)0(M,N,P) =XMTN(X + T)P. This works 
whenever two of the indices M, N, P are odd. 

(II D) 0(1,1,1,1) = XT(X + aT) (X + bT). 
The notation o (M,N, ... ) is used above when the disper­

sion manifold consists of lines going through the origin, 
while for p(N;M,P) it consists of three parallel lines and a 
fourth line intersecting them. 

F. Extensions to higher dimensions 

Let us finally discuss how some of the above results can 
be extended to higher dimensions. Our main tool in doing 
this is the observation that any higher-dimensional model 
must still pass the three-soliton test when it is projected to 
lower dimensions, i.e., if P(Dx,D"Dy ) is acceptable then so 
is P(Dx ,D"aDx + bD,) for any a and b. (This is because the 
condition is more stringent when the variable Y must be kept 
separate from the others.) This observation implies that we 
need only consider those models in the table that have 
enough arbitrariness. 

(I A) In principle we should now test X 4 + aX 2 

+ bXT + CT2 + dXY + eTY + fy 2, but the freedom of 
redefining the T and Y coordinates can be used to simplify 
the situation. 

( 1) Let us first assume that f =I- 0, and scale Y so that 
f = 1. By the transformation Y -+ Y + aX + {3T we can put 
d = e = 0. If b = c = 0, we get back to a two-dimensional 
model. If c = 0, b =I-° we redefine T and scale so that the 
quadratic part has the conventional KP form - 4XT 
+ 3y 2

, which passes the test. If c=l-0 we scale T so that 
c = - 1 and translate the quadratic part to - T2 + aX 2 
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+ y2. This, however, does not pass the three-soliton test. 
(2) If f = 0 we may by T ++ Y reflection assume that 

c = 0 as well. Then redefining T we get either X 4 + X 2 

+ Y(dX + eT) or X 4 + XT + Y(dX + eT). They pass the 
test only for e = 0, which in each case can be reduced to two 
dimensions. 

Since y2 was an accepted additional term we may ask 
next if an extension to four dimensions is possible. Using the 
same technique as above for reductions Z = aX + {JT + rY 
one can show that the possible additional terms can either be 
absorbed or lead to one of the nonallowed extensions of the 
previous paragraph. 

(I B) For this model we do not have the freedom to 
redefine T as in the previous case. First we checked the y2 
extension and found that is not acceptable. For 
aX2 + bXT + CT2 + dXY + eTY we found the condition 
d = O. We may then assume that e = 1 and redefine Y so that 
b = c = O. Any higher-dimensional generalization must 
then also be of type XZ which can be eliminated by redefin­
ing Y. Thus our final result is X 3T + aX2 + TY. The addi­
tional aX 2 term was included in Ref. 21, but it is still open 
whether it can be obtained from some hierarchy by reduc­
tion methods of Refs. 13, 15, and 16. In any case if the final 
result is to be weighted homogeneous both T and X cannot 
have positive weight. 

(I C) This model does not allow extensions to higher 
dimensions. 

(I D) For (I D 1) any extension would lead also to a 
generalization of the original two-dimensional model and 
are therefore excluded. For (I D2) one needs to consider 
only the additional term YX and it is found to be acceptable. 
Then we can redefine Y so that the model is finally 
X 6 + 5X 3T - 5 T2 + XY. It is the first equation of the BKP 
hierarchy,13 and combines (I D I ) and (I D2): with 
Y -aX + bT we obtain (I D2) while T -X, Y - T yields 
(I D1). 

(II A), (II B), and (II C1) do not allow generaliza­
tions to higher dimensions. 

(II C2) In Appendix B we have deri¥ed for the three­
dimensional extension of 0 (M,N,P) = X MT Ny P the neces­
sary condition that two of the indices M, N, and P must be 
odd. Since here K = L. = Q = 1 it is also sufficient. This 
agrees with the above two-dimensional discussion, and com­
bines (II C1) and (II C2). 

(II D) The only model with enough arbitrariness to be a 
candidate for a four-dimensional model is 0(1,1,1,1). In­
deed, we find that P = XTYZ passes the three-soliton test. 

V. CONCLUSIONS 

The full results are summarized in Table IV. We note 
that all the models of the first type with the exception of 
(I C) have been known previously. They can be obtained 
from certain KP hierarchies following the ideas of Ref. 13 
[the aX 2 term in (I B) is still open]. Many other special 
cases can be obtained from these by projection or reduction. 

The polynomial (I C) is a new result and interesting in 
its symmetrical treatment of the X and T variables. It seems 
unlikely that it can be obtained from the known hierarchies, 
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TABLE IV. Summary of the results of the search. The first group of models 
are truly nonlinear, (I C) being a new result. The second group of models 
have a linear dispersion manifold. These apparently infinite sequences are 
also new results. 

(I A) X4-4XT+3y2 
(lB) X 3T+oX 2+TY 
(I C) XT(X 2 + V3XT + T2) + aX2 + bXT + CT2 
(I D) X 6 + SX 3T- ST2 +XY 
(II A) One-dimensional models, including X2[X2(X2 + 0)2 + II 
(II B) [X 2 - I I NXMTP, if MandPare odd 
(II C) XMTNyP, if two exponents are odd 
(lID) XTYZ 

because of its novel leading part. It is still open whether or 
not it is completely integrable, but in any case it passes the 
three-soliton test. 

The remaining models are special by having linear dis­
persion manifolds. Their complete integrability is not 
known, and it is not clear whether they can be obtained from 
the known hierarchies, or whether a new treatment is need­
ed. It is also important to note that we obtained infinite se­
quences of models. As opposed to the hierarchies known be­
fore, which might be labeled "vertical" hierarchies, we have 
here "horizontal" hierarchies. An interesting question is 
whether vertical hierarchies can be built on top of them. 

In this work we have assumed that the bilinear equation 
is of the type (6). Searches like this will be conducted for 
other types of equations in the future. 
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APPENDIX A: MONOMIALS IN TWO VARIABLES 

Here we will derive the necessary conditions for mono­
mials in two variables to pass the three-soliton test. In gen­
eral we have Pm =XMTN, hlP]m =XKTL, M + Neven, 
M>K, N>L, and the three-soliton condition reads as fol­
lows: S [X MTN,3] must vanish when the rewrite rule 
X KTL _ 0 is used. Here the constants K and L are carryovers 
from the initial factorization, since V (X NTM) = XT if M, 
N> O. Let us introduce the notation 

XIj = (X/X; -XiX;3)U';Uj , (AI) 

and similarly for Tij' ThenS [XMTN,3] can be conveniently 
written as 

S[XMTN,3] 

= L [XI2 +X23 + X3I]M [Til + T23 + T3I]N. (A2) 
q 
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Since the rewrite rule does not connect different mono­
mials obtained after (A2) is expanded, they must all vanish 
independently. We will now consider some specially chosen 
groups of terms and in this way derive necessary conditions 
for K and L. The discussion will be divided into several sub­
cases. Since X and T appear on the same footing the results 
obtained for M and K have their obvious analogs for Nand 
L. 

(a) N, M even. Let us consider the group of terms with 
the maximum power 3N of X3 and no T3. It is given by 

In this expression the powers of TI and T2 are higher than K, 
so all terms that have sufficiently high powers of XI or X2 will 
vanish. Let us therefore take the terms where these appear 
with minimum powers. 

(a1) M 4m, m > O. The middle term in the expansion 
of (o-IXI o-2X2)M yields a term proportional to 
X/M(XIX2)2m(TI3T2 - T1T/)N and this vanishes only if 
K<2m. 

(a2) M 4m + 2. Now the middle terms will have a 
0- I 0-2 factor so it will vanish in the 0- summation. Let us there­
fore consider the next to middle terms, which provide the 
factor X t

2
m + 2x/m + x/mx/m + 2. These terms vanish 

when K <2m + 2. 
(b) N, M odd, L = lor K = 1. Let us takeL = 1, and 

consider the coefficient of TI2 N. The group of terms with a 
factor X3 3M vanishes in the 0- summation, so consider instead 
those terms with the highest even power X 3

3
(M - I), given by 

X (X1
3X2 -XIX/) (T1

3T2 - TIT/)N. (A4) 

(b 1) If M = 4m + 1 the middle term in the expansion of 
the M - 1 power contributes a term proportional to 
- (XIX 2 ) 2"" and when this is combined with other terms we 

find that they do not vanish unless K <2m + 3, which is our 
result in the present case. Note that for m 0 and 1 this 
condition is trivial. 

(b2) If M 4m + 3, the middle term vanishes by the 0-

summation so we consider instead the next to middle pair 
(X1

2m + 2X2
2m + X,2mx/m + 2). When this is combined with 

others it implies that we must have K <2m + 5. For m = 0 
and 1 this condition is again trivial. 

(c) M K = 2, or N = L = 2. Take N L = 2. In this 
case we can choose from the T terms those with one factor of 
T2 and T3, and for X maximum odd power of X 3• The group 
of terms characterized this way is 

"'X 3(M I)(r-r X r-r X )M-I - £.. 3 v I 1- v2 2 
(T 

(A5) 

Next we take the monomial with maximum odd power in X 2, 

it is given by _~(TX/(M-')o-IXIX2M-2(_XIX/) 

X T I
6o-J T2T3• This can vanish only if the rewrite rule is ap­

plied to index 1, and then we can read off the rather strong 
condition K <2. 
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(d) M,N odd, K, L > 1. Now we take the group of terms 
with maximum power of X3 and one power of T3' They are 
given by 

(T 

(A6) 

The two middle terms in the M power survive when com­
bined with suitable Ti terms and the conditions in (b) can be 
improved: 

(d 1 ) M = 4m + 1, K < 2m + 1 , 
(d2) M = 4m + 3, K<2m + 2. 

APPENDIX B: MONOMIALS IN THREE VARIABLES 

We will now derive the conditions for three-dimensional 
monomials. Using previous notation we must find out when 

S [X M T N y P,3] 

= I [XI2 +X23 +X3d M [TI2 + T23 + T3J]N 
(T 

(Bl) 

vanishes under the rewrite rule XKTLyQ-+O. Here 
M + N + P is even, K, L, Q> 0, and Xij' etc., defined as in 
(A 1). Let us consider the "cyclic" terms with different pairs 
of indices, say 

(B2) 

When this is expanded it consists of monomials from which 
no factors can be extracted containing at least Xi Ti Yi for 
some i. Thus it cannot vanish due to a rewrite rule, but only 
due to the 0- summation. The o-i 's can be extracted from (B2) 
and the sum produces a factor 

"'o-M Po-M+Nr-r N+ P 
£.. 1 2 V3 (T 

= (1 + ( - l)M)(l + ( - l)N)(l + ( - 1)P), (B3) 

from which we conclude that the numbers M, N, and P can­
not all be even. In the following assume Nand M are odd. 

Let us next consider 

IXJ2MTl2T23N-1Y3/ . (B4) 
0' 

Here each 0- appears with even power so the summation can 
be ignored, and thus (B4) vanishes only after the rewrite 
rule. Since only index 1 appears in all three variables, and Tl2 
contains TI as a single power, we conclude that L = 1, and 
analogously with a specific X 23 factor that K = 1. To get a 
condition for Q we consider XI2MYIZT23NYZ3Y3/- 2. It can 
only vanish when a rewrite rule in index 2 is applied and 
since Y2 appears in one term of the product Y12Y23 with 
power 2 we conclude that Q<2. If P 2 this condition can 
be improved by considering XI2MTI2NYI3Y23' The rewrite 
rule can now be applied to indices 1 and 2, and only to these, 
but both have terms where Y 1 or Y2 appear singly, therefore 
Q = 1 in this case. 

It turns out that in practice we only need Q = 1. In that 
case the above condition is sufficient as well: In the expan-
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sion of (B 1) we have either terms of type (B2), which vanish 
due to symmetry, or terms where some index appears in all 
variables, which vanish by the rewrite rule. 
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New solutions of the homogeneous spinor wave equation are obtained. They are similar to the 
focus wave mode solutions of Maxwell's equations leading to a Gaussian pulse energy. A 
weighted superposition of these modes may supply finite energy pulses. The particular case of 
Bessel weight functions is discussed. 

I. FUNDAMENTAL MODES 

We use Brittingham's procedure I for producing nondis­
persive, packetlike solutions of the spinor wave equation. 

Using cylindrical coordinates r, (j), z, and the representa­
tion of the Pauli matrices, 

e~i'Pl I 0 
l7 = o ' 'P iei'P 

the spinor equation takes the form 

(az + (l/c)atltPl + e i'P(ar - (i/r)a'P ltP2 = 0, 

ei'P(ar + (i/r)a'Pl tPl - (az - (l!C)at )tP2 = O. 

(1) 

(2) 

Here a r' a'P' az , and at are the derivatives with respect to r, (j), 
z, and time, respectively, c is the velocity of light, tPI' tP2 the 
two components of the spinor field. 

Introducing the variables 5 = z - ct, t = z + ct we get 

2 a~ tPl + e ~ i'P(ar - U/r)a'PltP2 = 0, 

ei'P(ar + (i/r)a'Pl tPl - 2 ad2 = o. 
It is easy to check that Eqs. (2') have the solutions 

tPl = (fv~l/rv)eU+iv'P, 
tP2 = (AfV /rv+ I leU + i(v+ \)'P, 

with 

U= -(r 2/f) +Atl, f=fl+S/A, 

where A,fl,V are arbitrary constants. 

(2') 

(3) 

(3' ) 

To obtain a physical interpretation of these solutions we 
impose the following conditions on A,fl, v: 

v = - n - 1, n = m/2, m = - 1,0,1,2, ... , 

A = ik, fl = a/k, ak> 0, 
(4) 

where a,k are real constants. Thus we get from (3), (3'), and 
(4 ), 

r" + I (kr 2 ) 

tPl = (a _ is)n + 2 exp - a - is 

Xexp[ -i(kt+ (n + 1)(j))], 
(5) 

- ir" (kr 2 ) 

tP2 = (a _ is)n + I exp - a - is 

Xexp[ - i(kt + mp)]. 

This gives three-dimensional nondispersive packetlike solu-

tions propagating at light velocity along Oz. Three dimen­
sional means that amplitude falls off in any direction from 
the moving pulse center both longitudinally and transversal­
ly. Nondispersive means that the pulse envelope shapes re­
main unchanged along propagation. We conjecture that 
such solutions of linear partial differential equations exist 
only in three-dimensional spaces. 

Now according to (1) and (5), the components of the 
current density vector are 

jr = ei'PtPltP"f + e~ i'Pt/1tP2 

= 
2r" + IS (2akr 2 ) 

(a 2 +S 2)n+2 exp - a2+s 2 ' 

(6) 

where the asterisk denotes the complex conjugation. The 
energy density W is 

W 

(7) 

W represents a modulated Gaussian energy pulse. Then the 
total energy E in a packetlike solution is 

('>0 f+ 00 

E = 2rr Jo ~ 00 Wr dr dt. (8) 

It is easy to check that E is infinite. To cure this trouble one 
may think of a cutoff at the lower and upper bounds of the 
integration in (8). This means that the spinor field is identi­
cally zero except when 51 <5 <52' where the solution (5) is 
still valid. But this new solution must satisfy the boundary 
conditions across the surfaces of discontinuities propagating 
at light velocity along the z axis. These conditions were pre­
viously formulated2 as 

(9) 

where F 0 defines the surface of discontinuity. One sees 
easily that (5) cannot satisfy (9). Wu and King3 reached 
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similar conclusions for Maxwell's equations (for a more gen­
eral result see Ref. 4). 

II. MODES WITH FINITE ENERGY 

As already noticed by Ziolkowski,5 it is not a drawback 
per se that the solutions (5) have infinite ep.ergy. Plane wave 
solutions also share this property. Nevertheless to appease 
some critics we show how to construct finite energy solu­
tions. 

We first write the solutions (5) in the form 

_ ,,~(iU) 'I',,-u . l' 
a-is 

( 10) 

with 

u = re-;fJ /(a - is), p = i€ + r 2/(a - is), (10') 

and according to Ziolkowski's suggestion,5 we introduce the 
Laplace-like transform 

G(p) = fO F(k)e- kp dk, (11) 

where F(k) is a suitable weight function. 
Then we get the new solutions 

CI>" =~G(p) (iU) 
a -IS 1 

(12) 

and we have to look for the conditions that F( k) must satisfy 
to obtain finite energy solutions. 

Remark: The inverse transform is 

F(k) = f_+oooo d~ f_+oooo dSS: rdrK(k,p)G(P) (13) 

with 
K(k,p) = [1T- 3/ 2/(a2+5 2)]exp[ - (5/2ka)2]e-kp'. 

(13') 

This results from the following relation, which is easy to 
prove: 

f-+oo'" d5 i oo 
rdr f_+oooo d~ e-k'PK(k,p) = 8(k - k '), 

(14) 

where 8 (k - k ') is the Dirac distribution. If CI> ~ denotes the 
Hermitian conjugate spinor, the energy density W" for the 
modes (12) is 

W" = CI>! CI>" 

= (uu*)"(1 + uu*)G(p)G*(p) 

= [r 2"(a2 + 52 + r 2)/(a2 + 52)" + 1 ]G(p)G *(p). 
(15a) 

Using the last result together with (11) the total energy E", 

E" = f+ 00 d5ioo rdri21T CI>~CI>" dq;, 
- 00 0 0 

becomes, after integration on q;, 

En =217' b r2n+l(a2+52+r2)dr f+ 00 dr i oo 

-00 (a2+5 2),,+2 0 

X i oo i oo 
F(k)F*(k') 

X exp [ - (kp + k 'p*) ] dk dk ' 
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and changing the order of integrations 

E,,=21T i oo i oo 
dkdk'F(k)F*(k') 

- f+ 00 d5 
Xexp[i(k'-k)5] -00 (a2+52)"+2 

X i oo 
r2n+l(a2+52+r2) 

xexp[ - r 2 (_k_._ + ~)] dr. (I5b) 
a-is a+IS 

From now on, we assume that n is positive integer or half­
integer (that is, we discard the solutions with n = - ~ and 
n = 0). Then the last integral in the right-hand side of 
( I5b ), using the variable u = r 2, may be expressed in terms 
of gamma functions: 

A" (5) == u"(a2 + 5 2 + u2) 1 i oo 

2(a2 + 52),,+2 0 

xexp[ - u (_k_. + ~)] du 
a-IS a+IS 

1 ( r(n+l) 
= 2" (a(k + k') + i5(k _ k'»)"+ 1 

+ r(n +2) ) (16) 
(a(k+k') +i5(k-k'»),,+2 . 

Substituting this last result into (I5b) gives 

E" = 17' i oo i oo 
dk dk' exp[i(k - k ')~ }F(k)F*(k') 

X f_+oooo d5An(5)' (17) 

In the Appendix we prove that for m > 1 integer or half­
integer, x,y real, one has 

f+ 00 dx 
----=/m1T8(X), 

- 00 (1 + ixy)m 

m integer, /, = {2/(m - 1), 
m 4/(m - 1), m half-integer, 

(18) 

where 8(x) is the Dirac distribution. Since n is positive this 
gives 

f + 00 r(n + 1 )d5 

_ 00 (a(k + k') + i5(k - k '»n+ 1 

= 1T/" + 1 r(n + 1) 8( k - k' ) 
(10k)" + 1 a(k + k') . 

= 1T/"+l r (n+ 1) 8(k-k') 
(10k)" 

using this last result together with (16) and (17), we get 

r 
E" =--/"+lr(n + 1) 

(20)" 

X (00 dk F(k)F*(k) (1 + _n_) , (19a) 
Jo k" 10k 

so the energy E" is finite if the integrals Tm , 
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(19b) 

are bounded for m = nand m = n + 1. To satisfy (18) we 
must assume n> 1, which discards the possibilities n = ~, 

n=1. 

III. MODES WITH FINITE ENERGY AND BESSEL 
WEIGHT FUNCTIONS 

We illustrate the previous theory by choosing Bessel 
weight functions 

F!,-v(kb) =Jv(kb)k!'--I, (20) 

where J v is the Bessel function of the first kind and vth order, 
b is a positive scalar, and ,u,v are positive real numbers (,u 
may be zero). 

Then the relation (11) becomes 

(21) 

This integral exists for ,u + v> 0 and Re (p + ib) > O. Both 
conditions are fulfilled according to the previous require­
ments. Then6 

( 
p ) _ (b /2) v ( b 2 ) 112 -!'- r (,u + v) 

G - - 1+-
!'-v b p'" + v p2 rc v + 1) 

(
v-,u+l v-,u b 2

) 
X 2FI ,--+ l,v+ 1; --2 ' 

2 2 p 
(22) 

where 2FI is the hypergeometric function. 
Now we have to check the boundedness of the integrals 

(19b) which become 

(23) 

They exist for 2v + 1 > m + 2 - 2,u > O. Since one has 
m = n, n + 1, n> 1 this leads to the conditions 

,u < n/2 + 1 < v + ,u, n > 1. (23') 

Substituting (21) into ( 12) gives the solutions <I> n,!,-v' which 
depend on two arbitrary positive lengths a,b and three 
numbers n > 1 integer or half-integer. Then,u ;;;,0, v> 0 are 
compelled to satisfy the two inequalities (23'). 

The energy density (15a) becomes 

(24) 

To obtain a clear picture of the energy pulse (24) is not so 
easy as for the Gaussian mode (7) . We shall only discuss its 
form for t = 0 or z = 0 and for the set of the lowest integer 
numbers n,,u,v, satisfying (23'). To simplify we also assume 
a=b. 

For ,u = 0 and ,u = 1, (22) becomes a very simple 
expression6

: 

G - - (25b) (p) ~ 1 
I,v a - V+f? (p + V+f?)V ' 

so for n = 2, ,u = 0, v = 3 and n = 2, ,u = 1, v = 2 we get 
from (24), (25a), and (25b) 

1 r4(a2+g 2+r2) 
W2,03 = 9a6 (a2 + g2)3 1V+f? - p16, (26a) 

(26b) 

(27a) 

(27b) 

where 0 is the Bachmann-Landau symbol for the order of a 
quantity. For IpI2~a2, we get 

Now according to (10') one has 

1P12 _ a2 = (r2 +Z2 - c2t 2 - a2)(r2 +Z2 - c2t 2 + a2) + 4a2zct 
a2 + g2 (29) 

which simplifies for t = 0 and z = O. 
At t = 0 the condition 1P12>a2 is fulfilled for 

R 2=r 2 + z2>a2 and one has 

1P12= [R4/(a2+z2)](1 +0(a2/R2»). (30) 

Substituting (30) into (27) gives 

W2,03 = 5;;~41O (1 + 0 (;22 ,;:)) , 

W2,I2 = 1:~41O (1 + 0 (;22 ,;:)) , 

(31a) 

(31b) 
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I 
when RI---+ 00 these expressions decrease to zero as R -10. 

Now for R 2 ~a2 one has 

1 
p 12 (r 2 Z2) 1-- = 1 +0 -,-
a a2 a2 

(32) 

and from (28) we get 

(33a) 

(33b) 
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For r t-+O these expressions decrease to zero as r4. 
Let us now consider what happens on the sphere 

R 2 = a2 which corresponds to IPI2 = a2
• There, of course, 

one must consider the exact expressions (26). Still using 
( 10') with the condition R 2 = a2 a simple calculation gives 

l~p2 + a2 _ pl2 = a2 + a(p + p*) - a~p + p* (.JP + .,jp*), 

with 

P + p* = 20r 2/(a2 + z2), 

.JP + .,jp* = 203/2/~. 
Substituting (34') into (34) gives 

(34) 

(34') 

l~p2 + a2 _ pl2 = [a2/(a2 + r)] (a.,fi _ r)2. (3S) 

From (24) and (3S) we get 

W2.03 = [202r4/9(a2 +r)6](a.,fi - r)6, (36a) 

W2,I2 = [r4 /(a2 + z2)4](a.,fi - r)4. (36b) 

These results show that the energy density decr~ swiftly 
to zero far from the sphere R 2 = a2 where it is bounded. 

For z = 0 one obtains similar conclusions: W2,03 = WI,2 

=?O when IP12>a2 outside the hyperboloid HI; 
r 2 - e2t 2 - a2 = 0, and when IP12«a2 inside the hyperbo­
loid H 2; r 2 e2t 2 + a2 = 0, the energy density being non­
null and bounded on both hyperboloids. 

Although limited to t = 0 and z = 0, the picture of the 
energy pulse makes clear that it is focused around some hy­
persurface. At least for It = 0 and It = 1, it is also clear from 
(2Sa) and (2Sb), that for n fixed, higher values of v increase 
the energy concentration. 

IV. CONCLUSION 

The Laplace-like transform of the fundamental modes 
( S) gives a rich class of possible solutions of the spinor wave 
equation since the weight function F(k) is somewhat arbi­
trary. In fact the condition that the integrals T m are bounded 
is rather mild. We only investigated the case of Bessel weight 
functions and we found a quintuple infinity of solutions de­
pending on two real scalars and three positive numbers. 

Of course many questions are still unanswered. Are 
these solutions only a mathematical curiosity or do they 
have a physical support? In this last case what is the role and 
the meaning of the weight function? Clearly further investi­
gation is needed to master these issues. 

APPENDIX: PROOF OF Ea. (18) 

We prove here the relation 

Fm (x) y m =lm11'8(z), f
+<C d 

-<C (1 +lxy) 
i=l=2. 

(Al) 

for m> 1 integer or half-integer and x,y real, 8(x) is the 
Dirac distribution, and/m a constant depending upon m. 

We first introduce the functions F m,a (x) with a > 0: 

F (x) = y. fa d 

m,a -a (1 + ixy)m 
(A2) 

Then if rp is a function with bounded support, we get 
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(Fm,rp) = lim [Fm,a(X)rp(X)dx 
0>-.00 a 

(A3) 

for any interval (a,h) containing the support of rp. Let 
Gm•a (x) be the functions 

Gm,a (x) = J~ .. Fm.a (x)dx. (A4) 

Integrating (A3) by parts and usingrp(a) = rp(h) = o gives. 

(Fm.tp) = - lim fb tp'(x)Gm.a(x)dx. (AS) 
0>-+00 Ja 

we now assume that the two following conditions are ful­
filled. 

(i) G m.a (x) converges in mean to the Heavside function 
H(x): 

lim Gm,a (x) = 1m 11'H(x) , 
("""'00) 

that is, 

lim fb Gm.a(x)dx =lm 11'b 
m-co Ja 

with zero inside (a,b). 
(ii) For x>O, Gm.a (x) is bounded by 1m 11': 

Gm.a (x) <1m 11'. 

The two conditions imply 

(A6) 

(A7) 

(A8) 

lim [tp'(X)Gm,a(X)dX=lm11' fb tp'(x)H(x)dx, 
Q)-+oo a Ja 

(A9) 

and substituting (A9) into (AS) gives (Fm,fJ) =lm1T'tp(O), 
which is (AI). 

Now to prove (A9) we start' with 

I~ ib 

(Gm,a(x) - l m1T'H(X»)q;'(X)dx l 

< lub Irp' (2) I fb (Gm,a (x) -1m 1T'H(2»)dx, 
a<x<b Ja 

but using (A6) and (A7) one has 

lim fb I G m.a (x) -1m 1T'H(x) Idx 
t:D-fr.oo Ja 

= lim [(Gm,a (x) - I m1T'H(x»)dx = 0, 
"""'co a 

which leads to (A9). 
Let US now discuss the condition (A6) starting with 

m> 1 integer. From (A2) we get . 

-1 F (x)----
m,a - ix(m - 1) 

x( 1 1) 
(1 +iax)m-I (l_iax)m-I 

(AI0) 
and using (A4) 

Gma(x)=----1 f" ( 1 
, i(m -1) -00 (l_iax)m-l 

1 ) dx 
- (l-iax)m-l -;-' 

(All) 

but one has 
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J dx 

x(ax + b)m 

=~(IOg(aX+b)_ mil(m-l) (-a)kxkk)' 
mb \' x k = 1 k k (ax + b) 

so (All) may be written 

Gm,a (x) = G;!',a (x) + gm,a (x), 

with 

G;!"a(x) = [2/(m -1)](arctanax+1T/2), 

_ 1 m - 2 (m - 2) Xk 
gm,a (x) = i(m _ 1) k~1 k k 

( 
(1 - ia) k (1 + ia) k ) 

X - , 
(1 + iax) k (1 _ iax) k 

(AI2) 

(AI3) 

(AI4) 

where we used the fact that gm,a (x)f--+O for x f--+ - 00 as 
easily seen by writing the term into brackets 

[1/( 1 + a 2x 2)k] (( 1/x - ia - iax - a 2x 2)k 

- (1/x + ia + iax - a 2x 2)k), 

Using the relation 

J arctan ax dx = x arctan ax - (1/2a)Iog( 1 + a 2x 2), 

(AIS) 

we get 

(b G;!',a (x)dx = __ 2_ f(b _ a) !!-. + b arctan ab 
L m-I\ 2 

1 (1 + a2
b 2)) - a arctan aa - - log 2 2 

2a l+aa 

which gives, if zero is inside (a,b), 

I· Ib GO d 21Tb 1m m,a(x) X=---. 
a~oo a m - 1 

(AI6) 

Let us now consider (A 14 ). One has 

(b -1 m-2 1 (m-2) 
Ja gm,a (x)dx = i(m _ 1) k~1 k k 

X (b (( 1 - ia)kxk _ (1 + ia)kxk) dx, 

Ja (l+iax)k (l-iax)k 

but according to the mean theorem there exist X I ,x2 in (a,b) 
such that 

(b ((1 - ia)kxk _ (1 + ia)kxk) dx 

Ja (1 + iax)k (1 - iax)k 

(1 - ia)kx~ 

(1 + iaxl)k 

which is zero for a f--+OO so that 

lim (b gm,a (x)dx = O. 
a .......... a:o Ja 

Finally, from (AI2), (AI6), and (AI7) we get 

lim (b Gm,a (x)dx = ~, 
a~oo Ja m - 1 

which is (A7) withfm = 2/(m - 1). 
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(AI7) 

(AI8) 

To prove the condition (A8), we just have to remark 
that according to (A 11), G m,a (x) is a decreasing function of 
m, so one has 

-1 fX (1 1) Gma(x)<; - dx 
, i(m - 1) - 00 1 + iax 1 - iax 

2 ( 1T) 21T = --- arctan ax + - <;---
m-l 2 m-l 

in agreement with (A8). 
We now consider the case m half-integer, withp;;;. lone 

has 

F(2p+ i)12,a (x) 

-2 
i(2p - l)x 

x( 1 _ 1 ) 
(1 +iax)(2p-I)12 (l-iax)(2p-I)/2 

and 

G(2P+ i)/2,a (x) 

-i-(2-;-__ 2_1-) (J~ 00 -X-(-I-+-ia-:-
x

)-(2:--P-_:--I-)/:--2 

fx dx ) 
- _ 00 x(1 - iax) (2p - 1)/2 . 

Using the relation 

fx dx 

- 00 x(1 ± iax)(2p-i)/2 

2 

(2p - 3) (1 ± iax) (2p - 3)12 

+fX dx 
_ 00 x(1 ± iax) (2p - 3)12 

We may write (AI9) for p;;;.2: 

(AI9) 

G(2p + 1)/2,a (x) = [(2p - 3 )/(2p - 1)] G(2p _ i)/2,a (x) 

+ g(2p+ 1)/2,a (x), (A20) 

with 

g(2p+ i)/2,a (x) 

-4 
i(2p - 1)(2p - 3) 

x( 1 _ 1 ) 
(1 + iax) (2p - 3)/2 (1 _ iax) (2p - 3)12 . (A21) 

But one has 

lim (bg(2P+ 1)/2,a (x)dx = 0, 
a .......... oo Ja 

so it becomes, for p;;;.2, 

lim (b G(2P + 1)12,a (x)dx 
a .......... oo Ja 

2p-3. Ib 
= --- lIm G(2P-i)/2 (x)dx. 

2p - 1 a~oo a 
(A22) 

Now for p = 1, one has 
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-2( 1 I) 
F3/2.a (x) = t;"" (1 + iax) 1/2 - (1 _ iax) 1/2 ' 

G3/2•a (X) = 8 (arctan ax + 11'/2) 

and using (AI5) we get 

lim ib 

G3/2.a (x)dx = 811'b. 
at-+oo a 

(A23) 

Substituting (A23) into (A22) gives 

. ib 
811'b 41Tb bm G('1.p+ 1)/2.a (x)dx = --- = -, 

a ........ a 2p-1 m-I 
(A24) 
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which is (A7) withfm = 4/(m - I). The proof (A8) is as 
for m integer. 
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The anharmonic oscillator at a finite temperature. Comparison of quantum 
and classical stochastic calculations 
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An oscillator with a small, but otherwise arbitrary, perturbing potential is considered 
immersed in a random cavity radiation. Classical (stochastic) calculations are done when the 
radiation has a Rayleigh-Jeans spectrum and a complete Planck spectrum (i.e., with zero 
point). These are compared with the results obtained by a quantum calculation. First, a 
comparison is made of stationary values, in particular, the energy. Then the emission and the 
absorption spectra are calculated, in particular, the absorption spectrum for an arbitrary 
incoming radiation. Finally, a detailed comparison is made of the absorption bands when the 
perturbing potential has the form AX2K (K = 2,3, ... ). In all cases, it is explicitly shown that the 
quantum and the classical behavior agree in the limit of high temperatures. It is also shown 
that the classical system immersed in a radiation with complete Planck spectrum is much 
closer to the quantum system than the fully classical system (with a Rayleigh-Jeans 
spectrum). 

I. INTRODUCTION 

The problem of the equilibrium between radiation and 
matter was historically at the origin of quantum theory. I It is 
natural, therefore, to return to this problem for a better un­
derstanding of the transition from quantum to classical elec­
trodynamics. With this purpose, we shall compare the emis­
sion and absorption of radiation by a simple system 
according to both quantum and classical theories. For the 
sake of simplicity it is convenient to deal with time-indepen­
dent problems, and this can be accomplished by considering 
the system immersed in a cavity radiation at a given tem­
perature. As the temperature increases, quantum and classi­
cal behavior approach each other and we may study how this 
approaching occurs. For instance, we can see how the dis­
crete spectrum characteristic of quantum theory transforms 
into the continuous classical spectrum. 

In particular, we shall study the approaching of the 
quantum formulas to the classical ones with the decrease of 
the dimensionless parameter Walk B T, where Tis the abso­
lute temperature and {i)o a typical frequency of the system 
under study. This provides a physical example ofthe formal 
limit fz~O. In our case the above dimensionless parameter 
can be made arbitrarily small by just increasing the tempera­
ture (our nonrelativistic treatment has the constraint 
wo~mc2, but the classical limit can be obtained well before 
this restriction is relevant). 

As it is well known, cavity radiation has a Rayleigh­
Jeans spectrum according to classical theory and a Planck 
spectrum in quantum theory. It is also possible to consider 
an intermediate case, namely a classical system immersed in 
a Planck's cavity radiation. In this case it is more appropri­
ate to take the complete Planck's law, i.e., including a zero 
point random field, which leads to a theory known as sto­
chastic electrodynamics.2 This theory, which has received 
continued attention during the last 30 years, was considered 
at the beginning as a possible alternative for quantum elec­
trodynamics. Indeed the theory is able to interpret a number 

of phenomena previously considered as purely quantal, but 
it has failed in some essential points, like the inability to give 
even a qualitative explanation of the discrete spectra of 
atoms. As a result of the work made in the last decade,2-5 it is 
now clear that stochastic electrodynamics is just an interme­
diate theory between quantum and conventional classical 
electrodynamics and, therefore, it is most appropriate for the 
study of the classical limit of quantum theory. 

An interesting question is whether some modification of 
stochastic electrodynamics, under the same spirit, could be 
closer to quantum theory. One of the purposes of the work 
here reported has been the search for ideas about the direc­
tion in which such modification should be made. It seems to 
us that these ideas might be most likely found in the study of 
semiclassical situations, such as a system immersed in cavity 
radiation at a high temperature, which is the study here re­
ported. 

The simplest system is the harmonic oscillator, and it 
has been studied many times according to stochastic electro­
dynamics, both at zero and at a finite temperature. However, 
this system gives relatively little information because it inter­
acts with only a narrow band offrequencies. The next simple 
system is the oscillator perturbed by a small anharmonic 
potential which can be treated as a perturbation, and this is 
the system we study. 

As a by-product of our calculation, explicit expressions 
are obtained for several quantities associated with a (sto­
chastic) classical system immersed in an arbitrary random 
radiation. These formulas could be useful in other areas of 
mathematical physics. 

In Sec. II we calculate the system in equilibrium with 
cavity radiation both classically and quantum mechanically. 
In Sec. III we consider in detail the absorption and emission 
of radiation of the quantum system and in Secs. IV and V the 
corresponding classical cases. In Sec. VI we compare the 
quantum and classical emission spectra as the temperature 
increases for the particular cases of potentials of the form 
AX2K. Finally, in Sec. VII we discuss the results obtained. 
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II. THE SYSTEMtN EQUIUBRIUM WITH RADIATION 

We consider an anharmonic o.scillator in one dimension 
as the simplest nontrivial system. We assume an arbitrary 
potentiaU V(x), whereA. is used as an expansion parameter. 
The Hamiltonian is, therefore, 

H =Ho+A.V(x), Ho =p2/2m + !mtU~X2, (2.1) 

with an obvious meaning for the variables. 
As it is well known, the classical cavity (or blackbody) 

radiation has the Rayleigh-Jeans spectrum and the statisti­
cal ensemble of systems in equilibrium with this radiation is 
the canonical ensemble, having a Maxwell-Boltzmann 
probability distribution in phase space. All thermodynamic 
properties of the system can be obtained from the partition 
function which, for our system, is 

Zcl (/3) = f e - PH dx dp 

= f e - PH0 (1 - /3,1. V)dx dp + 0(,1. 2) 

= (2'R'/PtiJo)( 1 - /3,1. (V)CI) + 0(,1. 2), (2.2) 

where/3= l/kB Tis the inverse of the absolute temperature 
times Boltzmann's constant and 

(V)cl=~/3m/2'R'{t)of:", v(x)exp( - ~ /3m{t)~x2)dX. 
(2.3) 

From (2.2) it is easy to obtain the average energy, which is 

(E)cl = -~lnZcl =/3-1 +,1. (V)cl +/3,1. ~ (V)cl 
d/3 d/3 

+ 0(,1. 2). (2.4) 

For the quantum calculation, we shall represent by In) 
the eigenvectors of the Hamiltonian operator, Ho, 
(n + plWo being the corresponding eigenvalues. The eigen­
values and eigenvectors of the complete Hamiltonian, H, 
will be represented by E,. and I;,.), respectively. To first 
order in A. we have 

(2.5) 

The quantum blackbody radiation has a Planck spectrum 
and the quantum canonical ensemble in equilibrium is repre­
sented by the density matrix 

p = (Tre- PH) Ie-PH =Z ii 1 f I;,.)e-PE·(;,.I, 
,,=0 

where the partition function is, to order A., 

ZQ =Tre-PH=:Tr[e-PH0(1-A./3V)] 

= ~ csch(i /31i{t)0)( 1 - /3,1. (V) Q)' 

(2.6) 

(2.7) 

The expectation (V) Q can be easily calculated taking into 
account that the probability density of the position coordi­
nate of a harmonic oscillator at a finite temperature is a 
Gaussian.6 It is obtained 
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(V)Q = [(':O)tanh( ~ /3IWo )r12l OO

", dx Vex) 

xexp[ - (m;o)tanh( ~ /3lWo ~2]. (2.8) 

From the partition function, the average energy is easilyob­
tained to be 

(E) Q = - ~ In ZQ = ..!..lWo tanh(..!.. /3IWo) 
d/3 2 2 

d 
+,1. (V)Q +/3,1. d/3 (V)Q . 

(2.9) 

It can be realized that, in the high temperature limit, 
/3 ...... 0. Eq. (2.7) goes to Eq. (2.2), except (or the irrelevant 
multiplicative constant 1i12'R', as it should. Then, all thermo­
dynamics quantities agree in this limit. for instance the ener­
gy (2.9) tends to (2.4). 

Now, we must consider the situation in stochastic elec­
trodynamics. We assume a purely classical ensemble iin­
mersed in a complete Planck's blackbody radiation (i.e., in­
cluding the zero point field). In this case. no full equilibrium 
is possible because, as it is well known, the unique radiation 
in equilibriUm with a classical system has a Rayleigh-Jeans 
spectrum? We may consider. however, the stationary en­
semble, whose rate of emission is exactly balanced byabsorp­
tion. although the balance at each frequency no longer holds. 
In a sense. the system is in equilibrium with the radiation. 
but the radiation is not stationary (its spectrum is chang­
ing). It is necessary to assume. therefore. that the cavity 
where the system is enclosed is indefinitely large so that the 
action of the system on the radiation is negligible. In these 
conditions it is·possible to calculate the statiOnary probabil­
ity distribution by Markov approximation techniques.3

•
4

,8 

This technique can be summarized as follows. 
The starting point is the classical equation ofmotion of a 

charged particle under the action of a force derived from the 
potential (2.1) and immersed in a radiation field. It is 

.. 2, dV 2e2
... a:> mx = - m{t)ox -.I\. - - --:X + ertJ , 

dx 3mc3 
(2.10) 

where the third term in the right-hand side represents the 
damping due to the reaction on the particle by the field emit­
ted by it. and the last term is the force due to the radiation 
field. We work in the electric dipole approximation, which 
consists of neglecting the dependence of 1f on the coordinate 
x. The electric field, 1f (t), depends only on time and it can 
be considered a stochastic process, so that Eq. (2.10) is a 
nonlinear stochastic differential equation with a nonwhite 
noise. Then. the teChnique of the Markov approximation 
consists of solving first the classical dynamical problem [i.e .• 
Eq. (2.10) without the last two terms]. so finding the possi­
ble orbits (periodic motions) of the system. 

The motion along an orbit of energy E can be represent­
edby 

x(E,t) = LX" (E)e/IIDJ(E)t . (2.11 ) 
n 
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The frequency as a function of the energy can be calculated 
by using canonical perturbation methods. 9 It is given to or­
der A by 

(i)(E) = (i)0(1 +..9.!sL A ~ J: V), (2.12) 
21T dE j 

where 

J: {21TIWn ({K ) 
j V= Jo v -V m(i)~ cos WaS ds. (2.13) 

For later convenience, we give the expression of IXI12 as a 
function of E, to order A, obtained from the same canonical 
perturbation techniques,9 

IXI (E) 12 = (E 12mw~) 

x [ 1 - (~:;) f V + ~:; d~ (E f Vc ) ] , 

where 
(2.14 ) 

J: {21TIWn ({K ) 
j Vc = Jo V -V m(i)~ sin (i)aS cos 2(i)aS ds. (2.15) 

As concerns the action of the last two terms, it can be consid­
ered as a perturbation with a characteristic time large 
enough for the existence of an intermediate time scale, such 
that the diffusion of the orbits is approximately Marko­
vian.4

,8 The Markov approximation can be then considered a 
lowest-order approximation in the coupling between the sys­
tem and the radiation, i.e., second order in the electric 
charge e. It is therefore the classical counterpart of the first 
order approximation in the fine structure constant a = e2/fzc 
so frequently used in quantum electrodynamics (QED). In 
our classical system, the relevant small dimensionless pa­
rameter is y=2e2wol3mc3

• 

In the Markov approximation it is possible to calculate 
the stationary ensemble immersed in an arbitrary but iso­
tropic homogeneous radiation. If we denote by S t/ the spec­
trum of the field, i.e., 

Sw(W)=- d()<~(t+()~(t)kWe, (2.16) 1 foe 
21T - 00 

which is related to the radiation energy density per unit vol­
ume and unit frequency interval u «(i) ), by the relation, 

S", «(i) = (21T13)u(w), (2.17) 

the stationary probability distribution of the ensemble is, to 
first order in ,1,3.4,6 

Pst (E)dE 

cexp[ _ (E dE' 2(i)2(E') ] ~dE, 
Jo 3C31TS;e(w(E'») weE) 

(2.18 ) 

where 21T1 (i) (E) is the period of an orbit of the oscillator as a 
function of the energy and C is a normalization constant 
such that the integral of (2.18) from 0 to 00 is unity. The 
period of the orbit appears in (2.18) multiplying dE as a 
consequence of the transformation from phase space vari­
ables {x, p} to the energy variable E. It can be realized that, 
in the case of a Rayleigh-Jeans spectrum, U «(i) cc (i)2, and 
(2.18) leads to (2.2). 
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The most interesting spectra fulfill the Wien law, which 
means that {J appears only in the combination, {Jw, i.e., 

S", (w) = (2w3/31TC3 )rp ((Jw). (2.19) 

Note that fz enters here just as a constant of action needed in 
order to make dimensionless the argument of rp, but it is not 
necessarily associated with quantum theory. As is well 
known, both Rayleigh-Jeans and Planck's spectra fulfill 
(2.19) with rp given by 

rpRJ (E) = E'I, rpp (E) = (eE 
- 1)-1, 

rppc (E) =! + (eE 
- 1)-1. 

(2.20) 

The function rppc corresponds to the complete Planck spec­
trum, including the zero point field. Substituting (2.19) into 
(2.18) we get 

Pst (E)dE 

= cexp[ (E dE' ]~dE 
Jo w(E')rp({Jw(E'») (i)(E) . 

(2.21 ) 

It is not possible in general to define a partition function, 
associated with (2.21) and having the usual properties of 
allowing us to get all thermodynamic quantities. However, 
these quantities can be calculated directly from (2.21). For 
instance, the average energy is 10 

(E > = Wo rp ( (Jwo) 

+ (Afz2{J/2)rp'({Jwo)(V") +,1 (V), (2.22) 

where the mean values correspond to the harmonic oscilla­
tor, namely, by taking (i)(E)=(i)o in (2.21). After a little 
algebra, it is easy to see that this expression agrees with the 
quantum one (2.9) if we take for rp the last expression 
(2.20), i.e., the Planck spectrum with zero point, which is 
the one usually associated with stochastic electrOdynamics. 
This fact shows that this theory is indeed intermediate 
between classical and quantum electrodynamics, and also 
that the Planck spectrum should include the zero point in 
this context. Note that the full probability distribution of the 
energy (2.21) does not agree with the quantum one, as also 
there is no agreement for (E> to second order in ,13. 

III. EMISSION AND ABSORPTION IN QUANTUM 
ELECTRODYNAMICS 

The probability per unit time of spontaneous emission 
from the state lIP" > to the state IIPk> is given, in quantum 
electrodynamics, by the Einstein coefficient 

Ank = (4e2W!kI3fzc3)I(IPnlxllPkW (3.1) 

with 

(i)nk = (En Ek )Ifz 

= (n - k)wo + (A Ifz)( V" - Vk ) • (3.2) 

The matrix elements in (3.1) are of order A for 
n - k #1, and thus only the coefficients A n.n _ I are not zero 
at this order. The quantum mechanical perturbation theory 
gives for these coefficients, which we shall represent simply 
by An' the expression 
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2e2tV~ [ A, ( VtF)" - (V0
2
),,+ 1 ) 

A =--n 1+--
"3mc3 Wo n 

3A, ] + Wo (V" - V,,_I) , n = 1,2, ... , (3.3) 

a being the annihilation operator. 
The spectrum of the anharmonic oscillator consists, 

therefore, of a set of lines at the frequencies 

tV" = tVo [1 + (A, Iwo) (V" - V" _ 1 ) 1, n = 1,2, .... 

(3.4) 

Each line has a width equal to A" + A" _ 1 , and the line 
spectrum becomes a continuous one when the separation 
between neighbor lines is of the order of half the sum of the 
two linewidths, i.e., 

21ftV~ (e
2
)_ A,(V" -2V,,_1 + V,,_2) . (3.5) 

3mc2 ftc 2(n - 1) 

Now we consider a mixed state of the anharmonic oscil­
lator having density matrix 

00 

P = L Itp,,) p" (tp" I, p" >0. (3.6) 
,,=0 

The energy spontaneously emitted per unit time and 
unit frequency interval is (neglecting linewidths), 

(3.7) 

" 
where 

I~" =p"w"A" . (3.8) 

We are interested in the ensemble in equilibrium with 
blackbody radiation, i.e., the canonical ensemble such that 

A e- pii e -PEn 

P = Tr(e-PH) ~p" = 1: e-PE. 
" 

(3.9) 

After a lengthy but straightforward calculation it is obtained 
for the total emitted power 

(3.10) 

where;p (E) is given by Planck's formula (2.20), and [com­
pare with (2.8)] 

(V")Q = Tr (p~:8 

= [':0 tanh( ~ pWo ) f/2 Loo 00 dx V" (x) 

xexp[ - m:Otanh(~ PIW0)x2]. (3.11) 

The next step is the calculation of the absorption and the 
stimulated emission when the system is immersed in an elec­
tromagnetic field with energy density per unit frequency, 
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U (tV). The two processes cannot be separated physically and 
we.shall calculate both simultaneously. The net energy ab­
sorbed by the system per unit time and unit frequency inter­
val, in the state given by (3.9), is 

I~(tV) = u(tV)aQ(tV), (3.12) 

where aQ (tV), the absorption coefficient, is given by 

x [L B"k8 (tV":'" tVk,,) - L B"k8 (tV - tV"k)] , 
k>" k<" 

(3.13) 

B Ilk being the Einstein coefficients for absorption (if n < k) 
and stimulated emission (if n > k), which are known to coin­
cide for the same pair of states. To order A" only k = n ± 1 
contribute and we get 

00 

aQ(tV) = L p" [B" + 18(tV - tV" + 1 ) - B,,8(tV - tV,,) 1 ' 
,,=0 

(3.14) 

where we have written B" and tV" for B",,, _ 1 and tV",,, _ 1 , 

respectively. From the well known relation of the Einstein A 
and B coefficients we get 

00 

aQ(tV) = L a~8(tV - tV,,) 
,,=1 

with 

Q- We
2 

I( IAI )1 2 
a" -~ tV" tp" X tp" _ 1 ( p" _ 1 - p" ) 

2'fi2e2tV" 
= 3 n(p,,_1 -PIll 

mtVo 

X{1 +~ [(VO+
2
),,_2 - (VO+

2
)"_1 1}. 

Wo n 

(3.15 ) 

Finally, the total power absorbed is, to order A" 

2'fi2e2 'fi2e2 

W~=--u(tVo) +A,--2 -u'(tVo)(V")Q' (3.16) 
3m 3m tVo 

The system is in equilibrium with radiation if the spon­
taneous emission (3.8) is exactly balanced by the combined 
effect of absorption and stimulated emission (3.12). The 
condition obtained for equilibrium is that u(tV) is given by 
the Planck formula (without zero point) (2.20). 

We must call attention to the fact that the validity of 
expressions (3.10) and (3.16) in general imposes restric­
tions to the temperature. This is because those expressions 
demand that the values of tV contributing to I~(tV) and 
I ~(tV) be close enough to tVo. Thus, if V(x) increases at most 
as fast as x 2 when x ..... 00, the expressions are valid for 
all T. However, if Vex) goes faster than x 2

, that is, 
limx_oo V(x)/x2 = 00, then the larger T the smaller A" in 
such a way that some combination of A, and T must be kept 
small. A necessary condition can be obtained by imposing 
tV" ==:tVo, i.e., A,( V" - V" _ 1 )/wo< 1 [see (3.4)]. If we 
consider potentials of the form V = X2K, K> 1, it is enough 
to consider this condition for the largest values of n in which 
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we are interested [see (B3a)]. The maximum of a~ is ob­
tained to order zero in A for n M = ( (Jfuvo) - I [see (3.15) 
and (6.11) ]. For high temperatures, n M ~ 1, and we can ap­
ply the results of Appendix A to get [see (6.12a) with 
n-nM ] 

K (2:) A(kB T)K - I 
- ~1. 
2K K (mOJ6)K 

IV. SPONTANEOUS EMISSION IN A CLASSICAL 
ELECTRODYNAMICS 

(3.17) 

We consider a system described by Eq. (2.10) and we 
must study its emission and absorption of radiation. As in 
the quantum case, there is spontaneous emission associated 
with the damping term in (2.10) and both absorption and 
stimulated emission associated with the last term of (2.10). 
That is, the power transferred from the field to the particle, 
:icE, is sometimes positive and other times negative. Indeed, 
very likely this fact inspired Einstein in his theory of absorp­
tion and emission oflight, but in recent times it is often stated 
incorrectly that the stimulated emission (and even the spon­
taneous emission) is a purely quantum effect. 

The power spontaneously emitted per unit frequency 
interval can be found from a Fourier analysis of the fields 
produced by the charge and a calculation of the contribution 
to the energy due to the corresponding Fourier components 
obtained in that analysis. Averaging over all possible states, 
it is found II that 

(4.1 ) 

The Fourier componentsxn are of order An ifn> 1, and 
then only x I contributes to order A, a situation that corre­
sponds to the fact that in the quantum case only the Einstein 
coefficients An,n _ I contribute to order A [see after Eq. 
(3,2) ] . As a difference with the quantum case, however, the 
Dirac delta disappears with the integral over E, and thus the 
spectrum is continuous [if peE) is continuous]. The total 
emitted power (integrated to all frequencies) is 

W~I = 81T~2 (00 dE P (E)OJ3 (E) Ix I (E) 1
2 , (4.2) 

3c Jo 
It is obvious that the (continuous) spectral form of the 

emitted power (4.1) cannot agree with the (discrete) quan­
tum expression. As for the integrated power, (4.2), it does 
not in general agree with (3.10). We are interested in the 
classical ensemble in equilibrium with a radiation having a 
spectrum S w . The distribution function p (E) is now given 
by Pst (E), expression (2.21). The total emitted power, 
( 4.2), can be calculated to first order in A by making use of 
the expansions (2.12) and (2.14) as well as expression 
(2.19). The result is given by 

X[l +_A_(3+(Jfuvo ¢/«(Jfuvo») (V")], 
2mOJ6 ¢( (Jfuvo) 

(4.3 ) 
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where (V") is obtained by writing (2.21) withOJ(E)=OJo, 
namely, the harmonic oscillator. This mean value coincides 
with the quantum one (3.11) only if the spectrum is that of 
Planck with zero point. On the contrary, as concerns ¢, 
( 4. 3) agrees with the quantum result (3.10) only if the spec­
trum is that of Planck without zero point. 

We must call attention to the fact that the expression 
( 4. 3) is valid only if the expansions (2.12) and (2.14) are 
valid for the energies contributing appreciably to (4.2). 
Note that Pst (E), (2.21), is negligible for E~fuvo ¢( (Jfuvo) 
X (1 + O(A»). Then, if we consider potentials of the form 
V=X2K , K> 1, the condition OJ(E)=OJo yields [see (6.2) 
and (6.3)], 

K (2:) A [ K-I K K fuvo¢( (Jfuvo)] ~ 1. 
2 (mOJ6)K 

(4.4 ) 

For high temperatures this condition is the same as the quan­
tum one (3.17). 

V. ABSORPTION AND STIMULATED EMISSION IN A 
CLASSICAL ELECTRODYNAMICS 

The absorption of energy by a classical (stochastic) sys­
tem immersed in a cavity radiation at a given temperature 
from an incident electromagnetic field has been calculatedl2 

by use of the Kubo linear response, 13 which is also based on 
the smallness of the parameter r = 2e2OJoI3mc3. 

This quantity in fact accounts for absorption and stimu­
lated emission by the system and would correspond to the 
quantity I ~ calculated in Sec. III. The absorption coeffi­
cient, defined by 

I ~I (OJ) = a el (OJ) u (OJ) , ( 5.1 ) 

is given by 12 

acl(OJ) = -OJe2 dE-E-p(E) 8~ 100 

G 
3 0 GEE 

+00 

X I nlxn I 28(OJ - nOJ(E»), (5.2) 
n = - 00 

fuv(E)¢( (Jfuv(E») 
(5.3 ) 

Again, only the n = ± 1 terms contribute to order A. By 
using the expansions (2.12) and (2.14) we obtain for the 
total absorbed power 

Wei = 2e2~ u(OJ) +A ~e2 (V")u/(OJ) +O(A 2). 
a 3 0 3 2 0 m mOJo 

(5.4 ) 

This expression coincides with the quantum one, given by 
(3.16), when (V") = (V")Q' that is, the spectrum of the 
radiation in the cavity is that of the Planck with zero point. 
The same expression (5.4) gives II the absorbed power from 
the radiation in the cavity by taking u = (fuv3 /~C3)¢. 

We make a final remark about these results. The state 
described by Pst (E) is the stationary state corresponding to 
the radiation with spectrum Scg (OJ). This means that the 
system is in global equilibrium (equal absorbed and emitted 
powers) with the radiation. This equilibrium is fulfilled at all 
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orders in A. Now, up to first order in A only the frequencies 
close to Wo contribute to the emitted and absorbed powers 
given by (4.3) and (5.4). Consequently, these expressions 
must coincide, which can be easily checked by expressing 
u (w) in terms of 4>. However, there is radiative equilibrium 
only if the radiation in the cavity has a Rayleigh-Jeans spec­
trum (see Refs. 3 and 11). Note that for this equilibrium to 
hold, not only the global absorbed and emitted power must 
coincide, but also the detailed structure of the emission and 
absorption of energy given by I~l(w) andI~I(w). We finally 
note that a similar remark to that appearing at the end of 
Sees. III and IV is also applicable to the calculations in this 
section. 

VI. SHAPE OF THE SPECTRAL ABSORPTION BANDS 

In the previous sections we have compared the quantum 
and classical spectral line around Wo in what concerns the 
total area lying below the curves I ~ (w ) , I ~l (w ), I ~ (w ), and 
I~l(w), that is we have compared w,~, W~l, W~,and W~l. In 
this section we want to go further and analyze the very shape 
of those curves. However, we must restrict ourselves to po­
tentials of the form 

v=x2K
, K> 1, (6.1) 

in order to get explicit results. The study of more general 
potentials presents special difficulties, as, for instance, that 
in general the function w (E) does not have a unique solution 
for E and this complicates the analysis, as we shall shortly 
see. 

We remark that for this kind of potential (6.1 ), the clas­
sicallimit, {3wo -+ 0, must be performed in such a way that 
some combination of A and Tmust be kept small (see the end 
ofSecs. III and IV). 

The first information about the shape of the curves is 
obtained in the lowest order in A of the expressions giving 
I~(w ),I~l(w), I~(w), andI~I(w). Let us consider separate­
ly the classical and the quantum case. We first analyze the 
classical case due to its simplicity. 

A. Classical case 

As for the absorption, we study the shape of acl (w), 

which is characteristic of the system, notsoI~I(w) = ac1 (w) 
xu(w). lt is easy to see inEqs. (4.1) and (5.2) that to 
lowest orderinA,l~I(w) and ac1 (w) are proportional. Thus 
their shape is similar. Let us then concentrate on ac1 (w). 

In order to integrate over E in (5.2) we need to express 
Ein terms of w. For the case of (6.1), the expression (2.12) 
gives 

weE) =wo(1 +AEK-1TK ), E>O, 

with 

T _ K (2K\ 1 
K - 2K K) (mw~)K 

and then 

E- --- , 
_ (W - wo)II(K - l) 

ACdoTK 
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(6.2) 

(6.3) 

(6.4) 

Now we may integrate over E (recall that only the n = 1 
andn = - ltermscontribute). To lowest orderinA we get 

aC1(w) = 2'file
2 

1 1 
3m [wo4>( {3wo) P (X - 1) 

x( __ l_)2/(K-l) (w _ w
o

) -(K-3)/(K-l») 
woATK 

[ 
(w - w ) II(K - l) ] 

xexp - (WoATK)II(K!!..l)l'wo4>({3fwo) , (6.5) 

when w>wo, and ac1 (w) = ° when w < Wo' 
lt will be convenient to distinguish three cases, namely, 

K = 2, K = 3, and K> 3. For K = 2 we have 

2'fil 2 (m2w3)2 1 
ac1(w) = 3~ 3A 0 [wo4>( {3w

o
) P (w - wo) 

[ 
(w - wo)m2w~ ] 

xexp - 3AWo4>( {3fwo) , w>wo, (6.6) 

and forK = 3 

'fil 2 (2m
3
w

S
) 1 

acJ(w) = 3~ IsA 0 [wo4>( {3w
o

) P 

X [ 
~ 2m

3
wg] 

exp - l'wo4>( {3l'wo) IsA' w>wo' 

(6.7) 

We see that whereas for K>3 the function ac1 (w) is al­
ways decreasing, for K = 2, act (w) vanishes at w = Wo and 
has a maximum at 

(6.8) 

On the other hand, for K > 3 ac1 (w) diverges at w = w()llike 
(w - wo) - (K - 3)/(K - l)), whereas for K = 3 ac1 (w) tends to 

a finite value at w = Wo' 
As regards the width of the curves, it can be roughly 

estimated from (6.5) as 

aw-woATK[l'wo4>({3l'wo)]K-I. (6.9) 

Note that, according to (4.4), for the perturbative calcula­
tion to be valid, the width must be small, ~I Wo < 1. It is also 
clear that condition (4.4) does not guarantee that the tail of 
ac1 (w) is correctly described by (6.5). 

B. Quantum case 

First of all we note that here again the expressions I~" 
and a~ are proportional to each other, to the lowest order in 
A. Let us then consider a~. From (3.15) we obtain 

a~ = (2'file2/3m )(elHl% - 1)2e -lHI%ne - n/HioJo • (6.10) 

Now we have definite lines at the frequencies given by (3.4). 
We may consider that they present a "continuum" aspect 
when (3.5) is satisfied, that is, the width of the lines is ofthe 
order of the separation between neighbor lines. From (B3c) 
it is easy to see that the ratio between the width and the line 
separation decreases when n (and the frequency) increases 
for K> 3. For K = 3 that ratio is approximately constant if 
n> 1, and for K = 2 it increases with n. When n is of order of 
({3I'wO)-1 and the temperature is high enough to have 

{3l'wo< 1, we can use the results of Appendix A to get 
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Wn =Wo[1 + A.TK (nwO)K - I] 

and 

(6.lla) 

Wn - Wn _ 1 =wOA.TK (wo)K-lnK-2(K - 1). (6.llb) 

Then, for frequencies such that 1 ~ n S ( {3wo) - I (or 
smaller when K > 3) the spectrum can be considered contin­
uous when the following condition is satisfied: 

..±.. kBT(e2)~[A.T (k T)K-I] Wo (K-l). 
3 me2 ftc K B kB T 

(6.12 ) 

Taking into account condition (3.17), it is clear that (6.12) 
can be satisfied in the region Wo ~ k B T ~ me2 for high 
enough temperatures. For larger frequencies corresponding 
to n> ( {3wo) -I the perturbative calculations based on 
(3.17), are not valid. 

When (6.12) is satisfied, we may obtain the value of 
a(wn ) for each line by multiplying the value a~ times the 
density of lines in that point. The density of lines, f-ln' is 
related to the inverse of the line separation. There is not a 
unique way of defining f-l n except for the case n> 1, for then, 
Wn - Wn _ I =Wn + I - Wn, and we can write f-ln 

= (wn + I - Wn ) -I. [This can be easily seen by using 
(6.11b).] Now, if we define 

aQ(Wn) =a~f-ln =a~(wn+1 -Wn)-I (6.13) 

and write n in terms of W n in expression (6.12a), we get 
aQ (w n ). Using the same functional dependence for W i= W n , 

we have 

X( __ I_)2/(K-1) (w _ w
o

) -(K-3)/(K-I)) 

W;'TK 

Xexp _ 0 , 
[ 

(W_W)I/(K-I){3] 

(A.WOTK) lI(K - I) 
W>Wo , (6.14) 

where TK is given by (6.3). 
According to the discussion above, this expression is 

valid only when W::::;Wn such that l~nS({3wo)-I. We 
must then consider high temperatures, and in this case 
( 6.14) is exactly accounted for by the classical expression 
(6.5 ). 

As concerns the rest of the shape, a qualitative analysis 
can be made distinguishing again the three cases, K = 2, 
K = 3, andK> 3. 

For K = 2 the problem is trivial because the separation 
between lines is constant and then 

and 

aQ(wn) = a~/(wn + I - Wn ) . 

An explicit calculation gives finally 

n = (w - Wn )/12(A.ifz) (fz/2mwo) 2 

(6.15 ) 

which has the same qualitative behavior as the classical 
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expression (6.6) and coincides with it in the case of high 
enough temperatures. 

For K~3 there is no unique way of defining f-ln. A rea­
sonable definition arises taking certain average between the 
separation on the right and on the left. Thus, for K = 3 the 
choice 

f-ln = [a(wn -wn_ l ) + (l-a}(wn+1 -wn )]-\ 

O<;a<;1 

gives 

m3w~ 1 

f-ln = 15A.fz2 n + q - a) 

and 

with 

S = 15A.fz2/4m3w~ . (6.17) 

It is easy to see that the result is very close to the classical one 
(6.7) for high temperatures when the frequency is such that 
W - wo>s. Note that Wo + S is the first frequency observed 
in the quantum case. Moreover the concept of line density 
loses its meaning for the first line. 

If we perform the classical limit {3 --> 0, in such a way that 
(3.17) holds, we verify that aQ (w) and ac1 (w) coincide for 
any frequency. 

For the case K>4 we easily see that the situation gets 
more complicated. Anyway it is possible to show that the 
curve is everywhere decreasing, if the line density is defined 
by averaging the separation to the right and to the left, that 
is, 

O<;a<;l. 

We only need to show that 

nf-ln-(n+l)f-ln+I>O, Vn>2, VK>4. 

(6.18 ) 

( 6.19) 

Ifwe call t::.n = Wn - Wn _ I , the above inequality is satisfied 
if the relations 

t::.n + I > t::.n > ... > t::.2 > 0, 
Vn> 1, K>4, (6.20) 

nt::.n + 2 - (n + 1 )t::.n + I > 0, 

hold. Such inequalities are proved in Appendix B and then 
we deduce that with the above choice for f-ln' the curve 
aQ (w) is everywhere decreasing and thus has a qualitative 
behavior similar to the classical curve. As we have shown 
above, both curves coincide for high temperatures if we con­
sider frequencies large enough for the assymptotic expres­
sion (6.11a) to be valid. For the case K = 3, we have seen 
that this happens when W - wo>s. This restriction can be 
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expressed for the general case in the following way [see 
(6.11a) ]: 

«(I) - (l)o)/...1.(I)OTK(WO)K-l~ 1. (6.21) 

In the classical limit combined with condition (3.17) (i.e., 
T -+ 00, A. -+ 0, and A. T K - 1 fixed but small) this restriction 
disappears, and aQ «(I) coincides with ac\ «(I) for any fre­
quency. 

VII. DISCUSSION 

We have compared the quantum and the classical an­
harmonic oscillators immersed in cavity radiation at a finite 
temperature. As is well known, the radiation in equilibrium 
with the system has a Planck spectrum in the quantum case 
and a Rayleigh-Jeans spectrum in the classical one. As ex­
pected, we have found that in all cases the quantum and the 
classical behavior approach each other as the temperature 
increases. We have also considered the classical system im­
mersed in a radiation having a Planck spectrum with zero 
point, and we have shown that its behavior is much closer to 
the quantum one than the purely classical case (i.e., the sys­
tem immersed in radiation with Rayleigh-Jeans spectrum). 
This is the most interesting result of our calculations. For the 
sake of simplicity we shall label QED the first system, CED 
(for classical electrodynamics) the second one, and SED 
(for stochastic electrodynamics) the oscillator immersed in 
Planck's radiation with zero point. Of course, there is not 
detailed balance in SED, i.e., there is not an equilibrium at 
each frequency, but the oscillator can be stationary if it is 
inside a very large cavity. 

In Sec. II, we have calculated the average energy of the 
anharmonic oscillator and found that there is agreement to 
first order in A. at all temperatures between QED and SED 
[compare Eq. (2.9) with (2.22)J taking tP = tPpc given in 
(2.20). In contrast, both results agree with CED (2.4) only 
at high temperatures. The agreement between SED and 
QED disappears at second order in A., as has been shown 
elsewhere for zero temperature. 

In Sees. III-V, we have compared the power emitted 
and absorbed globally (i.e., summed to all frequencies). 
Again CED agrees with either QED and SED only at high 
temperatures. In contrast, much closer results are obtained 
in the comparison of QED and SED. The spontaneously 
emitted power in SED [see Eq. (4.3)] does not agree with 
the QED result (3.10) because the function tP of the former 
corresponds to the complete Planck spectrum (i.e., includ­
ing zero point) and the later to the incomplete one. How­
ever, it is not possible to put in the SED (4.3) result the 
incomplete Planck spectrum because then the average ( V") 
does not agree. Indeed, as discussed above, averages in SED 
must be calculated with the complete spectrum. However, it 
is easy to realize that agreement exists at all temperatures 
and first order in A. between SED and QED if we subtract in 
the former the zero point contribution. However, the sta­
tionary average values must be always calculated including 
the zero point field. The absorption and stimulated emission 
is given by (3.16) for QED and (5.4) for SED. Indeed, both 
expressions are formally identical. However, it should be 
noted, as before, that (V") in (5.4) should be calculated for 
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the system immersed in radiation with the complete Planck 
equation. Then, the net power absorbed (i.e., after subtrac­
tion of the stimulated emission) is identical to first order in A. 
for an arbitrary incoming radiation in QED and SED. No 
agreement should be expected at higher orders in A. as the 
stationary values already do not agree. 

So far so good. for the total power emitted or absorbed. 
However, the spectral distribution is sharply different in the' 
quantum (QED) and both classical (CED and SED) cases. 
In fact, the former is a discrete spectrum whilst the latter are 
continuous. In every case there are absorption and emission 
bands at (1)0' 2wo, etc. Each band is resolved in lines in the 
quantum case. These lines have a natural width which be­
comes of the order of the distances between neighbor lines 
for small anharmonicities [see Eq. (3.5)] and also for high 
temperatures, even if the potential increases faster than x2 

[see condition (6.12)]. 
We have made a comparison of the shape of the bands 

(or "bunches" of lines) in Sec. VI for anharmonic perturba­
tions of the type ...1.X2K (K = 2,3, ... ). Now the agreement be­
tween QED and SED exists only at high temperatures. This 
agreement holds for any frequency when K = 2 [compare 
~s. (6.6) and (6.15)] and only for large enough frequen­
cies when K>3. This restriction disappears in the classical 
limit, wolk B T -+0. 

In conclusion, we found that SED gives results much 
close~ to QE~ than purely classical electrodynamics, very 
close mdeed m some cases. However, it is shown again that 
both theories are certainly not identical. 
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APPENDIX A: ASYMPTOTIC EXPRESSION FOR Cl) n 

For a potential ...1.X2K , the frequencies (I)" appearing in 
the quantum emission and absorption are to first order in A. 

(I)" = (1)0[1 + ~ (_Ii )K 
WO 2m(l)o 

X(nl (a + a+)2K In) - (n -11(12 + a') 2K ln - I»)] . 
(AI) 

We want to calculate this expression for large n. 
In the mean value of (a + 12+ ) 2K , only those terms hav­

ing the same number of creation as annihilation operators 
contribute. Each term gives after reordering a polynomial in 

A 

the number operator N = 0+12, in such a way that both the 
higher power appearing is K and its coefficient is the unit. 
Moreover we have (iK) terms like that. All this means that 

(nl(a + a+)2K ln) = jto aJK>n
j
, air> = (~. (A2) 

Now, for large n, only the first term appearing in (A2) is 
important 

(nl(a + a+)2Kln),::::{~ nK (A3) 

and then 
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(nl (a + a+ )2K In) - (n - 1 (a + a+ )2K In - 1) 

(
2K\ KKK 1 (2K\ "'" K}(n -en-I) )"",Kn - K}' 

which leads to expression (6.11a). 

APPENDIX B: PROOF OF EQS. (6.20) 

Let us define, by induction, 

cP1?~ = (nl (a + a+)2k In), n;;;'O, 

j,(r) = j,(r-I) _ j,(r-I), :> ° 'f'k,n 'f'k,n 'f'k.n - 1 n",·1>. 

It is obvious that 

An = (A !fz) (fz/2mUJo)KcPil.~ 

(A4) 

(B1a) 

(BIb) 

(B2) 

and then, the positivity of an and the relations (6.20) are 
equivalent to showing 

cPk~~ > 0, n;;;.2, 

cP1~~ > 0, n;;;.3, 

ncP1~~ + 2 - (n + 1)cP1~~ + 1 > 0, n;;;.l, k;;;.4, 

In fact we shall prove (B3c) and 

cPt~ > 0, n;;;'r, 'fir. 

(B3a) 

(B3b) 

(B3c) 

(B3d) 

To do this, let us define the following operators acting 

upon the quantities cPk~~: 

EcPk~~ = 4>k~~ + I' n;;;.r. 

The following relations are immediate: 

E= 1 +8. 

They allow us to write 

(B4a) 

(B4b) 

(BSa) 

(BSb) 

(BSc) 

n-r(n-r) j,(r) =En-rj,(r) = (1 +8)n-rj,(r) = ~ 8 jj, (r) 
'f' k,n 'f' k.r 'f' k,r L.., J' 'f' k,r 

j~O 

= n~r (n - r) j,(r+j) 
L.., . 'f' k,r + } . 
j~O J 

Now, let us define the quantities 

r = (k + m)!n! (n(a + a+)k(a+)ml n ) . 
':>n.k,m (n + m )!k! 

An easy calculation yields 

tn,k,m - (;n - l,k,m ==;n - l,k - I,m + 1 , 

and from the definitions (B1) we get 

4>(r) = {Sn - r,2k - r,r' r<2k, 
k.n 0, r> 2k, 

and particularly 

4>(r) = {So,2k-n.n, n<2k, 
k,r 0, n> 2k. 

Consequently, from (B6) 

4>t~= nt
r 

(n~r)SO'2k_r_j,r+j' 
j~O J 

jo;;2k - r 
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(B6) 

(B7) 

(B8) 

(B9) 

(BlO) 

(Bll ) 

The positivity of 4>t~ for all n;;;.r will be guaranteed ifall 
the quantities (01 (a + a+)k (a+)m 10) are shown to be non­
negative for all k,m. 

Those quantities are obviously nonvanishing only in the 
case that m<k and both integers have the same parity. 

By making use of the recurrence relation 

(01 (a + a+ )k(a+ )mIO) 

=m(01(a+a+)k-l(a+)m-1IO) 

+ (k - 1) (Ola + a+)k - 2(a+ )mIO) , 

it is easy to obtain 

(01 (a + a+ )k(a+ )mIO) 

k! 
m + k even. 

(k - m)!! ' 

With this, from (B7), (B 11) can be written as 

(B12) 

(BI3) 

(r) n-r (n-r) (2k)! 4> - I (B14) 
k,n - j~O } (r+})!(2k-2r-4i)!!' 

expressions which are clearly positive. This proves (B3d). 
To prove (B3c) we make an explicit calculation 

mpk:~ + 2 - (n + 1)4>j/~ + I 

n (n) (2k)!n 
= j~O ) (j + 2)!(2k - 4 - 2})!! 

jo;;k - 2 

_ In.I~-ol (n -J' 1) __ (_2k_)_!_(n_+_1_) __ 
(2 + })!(2k - 4 - 2})!! 

jo;;k - 2 

(2k)!n 

(n + 2)!(2k - 4 - 2n)!! 

n - I (2k)! 

+ j~O (j+2)!(2k-2}-4)!! 
jo;;k - 2 

where the first term exists only if n<k - 2. 

(B1S) 

All terms in that expression are positive except for the 

} = ° term. 
However, the contribution of both} = ° and} = 1 gives 

n(7) - Cl1)(n + 1) + n(8) - (nC;l)(n + 1) 

3!(2k - 6)!! 2!(2k - 4)!! 

1 [ 1 1] 
= 2 (2k - 6)!! "3 - 2k _ 4 ' (B 16) 

which is positive for k;;;.4. This finally proves (B3c). 
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Direct calculation of the Berry phase for spins and helicities 
Thomas F. Jordan 
Physics Department, University of Minnesota, Duluth, Minnesota 55812 

(Received 10 November 1986; accepted for publication 25 March 1987) 

The Berry phase for spins or helicities is calculated in a simple way in which it appears more as 
a property of the spin states than of the Hamiltonian. The calculation applies to nonrelativistic 
particles or relativistic particles with either zero or nonzero mass. A simple way to see how the 
Berry phase corresponds to rotation of the electric and magnetic fields of plane-polarized light 
is also pointed out. 

I. INTRODUCTION 

The Berry phase l that is the object of experiments re­
cently proposed2 and reported3 is for spins or helicities. For 
these cases it can be calculated more simply, in some re­
spects, than it was l originally. I do that here in a way that 
brings out some fundamental aspects. One is that the Berry 
phase appears more as a property of the spin states than of 
the Hamiltonian. Another is that it makes no difference 
whether the particle with spin is nonrelativistic or relativistic 
or whether it has zero or nonzero mass. I also point out a 
simple way to see how the Berry phase corresponds to rota­
tion of the electric and magnetic fields of plane-polarized 
light. 

After the first version of this paper was finished and 
sent, I received a paper4 by Bialynicki-Birula and Bialynicki­
Birula in which the Berry phase is obtained from the action 
of the Poincare group on the states of relativistic particles 
with spin or helicity. We use different methods but get the 
same results and take a similar point of view that gives more 
attention to the spin states than to the Hamiltonian. 

II. BASIS 

I repeat the first few steps of Berry's calculation I to clar­
ify the assumptions that need to be made, point out that the 
spin states playa bigger role than the Hamiltonian, and set 
the stage for arguing that the calculation applies equally well 
to nonrelativistic particles or relativistic particles with either 
zero or nonzero mass. Consider a particle spin represented 
by matrices S. For each real three-vector k let k be the unit 
vector in the direction of k. Then k'S represents the projec­
tion of the spin in that direction. Let Ik.S = m) be normal­
ized eigenvectors of k'S for the eigenvalues m with phases 
chosen to make the vectors differentiable as functions of k. 
For example, they can be obtained by making rotations with 
the spin matrices from the standard eigenvectors for k in the 
z direction. 

Suppose the evolution of spin states in time is governed 
by a time-dependent Hamiltonian H (t) so that at each time t 
there is ak(t) such that Ik(t)·S = m) for fixed m is an eigen­
vector of H(t) with eigenvalue Em (t), 

H(t) Ik(t).S = m) = Em (t) Ik(t)·S = m). 

Then one possible state, which could be realized as adiabatic 
evolution caused by a slowly changing Hamiltonian, is rep­
resented by 

Itf!(t) = e-iwm(t)iYm(t)lk(t)·S = m), 

where (J)m and Y m are real functions of t and 

d 
- (J)m (t) = Em (t). 
dt 

We are not assuming anything about the phase of this state 
vector. The Schrodinger equation 

i!!... Itf!(t) = H(t) Itf!(t» 
dt 

implies 

dAd 
dt Y m (t) = i V (k(t)·S = m I"'S = m) Ir ~ kCt)' dt k(t), 

where V is the gradient with respect to r. 
Suppose that in the time between t = 0 and t = T the 

vector k(t) moves around a closed loop C in three-dimen­
sional space so that 

k(O) = k(T). 

If 

1tf!(0» = Ik(O)'S = m) 

then 

1tf!(T» = e- iWmCT)eiYmCC)lk(O)·S = m), 

where 

(J)m (T) = iT Em (t)dt 

and 

Evidently (J)m (T) comes from the dynamics. It depends on 
the Hamiltonian. The remaining phase Y m ( C), the Berry 
phase, comes from k(t) moving around the closed loop C. It 
does not depend on how that is made to happen; it does not 
depend on the Hamiltonian. It appears simply as an integral 
around C. We can also write it as an integral over a surface S 
enclosed by C, 

Ym (C) = i Is V2 XV I (r2'S = mlrl·S = m) Ir, ~k~r, 'dS, 

using gradients VI and V2 with respect to r l and r2 • No 
further consideration of the Hamiltonian is needed. 
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III. SIMPLIFICATION 

It is from this point that the calculation is simplified. Let 

k' =R(O)k, 

where R(O) means rotation through the angle 101 around 
the axis in the direction ofO. Then 

k'-S = k-R- 1 (0)S = e-i80Sk_Se19oS 

soe I8oslk_S = m) isaneigenvectorofk '-S for theeigenval­
uem. Then 

Ik',S = m) = eiPm(k,8)e- l8oS lkoS = m), 

with IJ m a real function of k and O. If 

k'=k+ak, 

then to first order in ak 

Ik '·S = m) = elcl",(kh~ke-ik-"kX.<1koSlk.S = m) 

= Ik.S=m) 

+ i(am (k) + k -2kXSI·aklk·S = m), 

with am a real three-vector function of k, so 

VIr-S=m)lr=k =i(am(k) + k-2kXSllk.S =m) 

and 

V2XV1(r2'S = mlrloS = m)lr, =k=r. 

= (k'S = ml{am (k) + k -2kXS) 

X(am (k) + k -2kXS)lk·S = m) 

= k -4k(k.S = mlk·SXSlk·S = m) 

= ik -4k(k·S = mlk,Slk.S = m) 

=imk-2k. 
Thus we can see that 

rm (e) = - mO(e), 

where O( e) is the solid angle of vectors k enclosed bye. 
Since V-r-2r is zero everywhere except at the origin we can 
see the surface integral for r m (e) is not changed if the sur­
face S is changed without bringing it across the origin of the 
k vectors. 

IV. RANGE OF APPLICATIONS 

It is remarkable that for each nonzero spin eigenvalue 
m, any phase factor ei'Y can be obtained from some solid angle 
0. This provides a wealth of opportunities for interference 
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eft'ects. In particular, for photons, whep m is ± 1, the phase 
factor -·1 is obtained when 0 is 11', for example when e is 
the circle made by a vector k (t) that revolves around an axis 
at a 6ft angle from the axis. Thus it is particularly interesting 
to see that the calculation made here applies to relativistic 
particles with zero mass. 

In fact the calculation applies equally well to nonrelati­
vistic particles or relativistic particles with either zero or 

, nonzero mass. From the Foldy form for irreducible unitary 
representations of the Poincare groupS we can see that for 
relativistic particles with mass the matrices and states for 
spin and helicity are the same as for nonrelativistic particles. 
By using a basis of helicity eigenvectors6 we can see that the 
spin and helicity matrices and their eigenvectors are not 
changed when the mass goes to zero.7 When the mass is zero 
there are only two possible helicity states for a particle but 
they are part of a (possibly larger) space where all the spin 
matrices and eigenvectors are the same as for a particle with 
mass.7 Since each Berry phase is for one helicity state, the 
formula for the Berry phase that holds when the mass is not 
zero must continue to hold when the mass is zero. 

In the clearest experiment reported so far,3 the Berry 
phase measured is an angle of rotation of a plane of polariza­
tion of ligJtt. Here is a simple way to see how changing the 
helicity states of photons by Berry phases corresponds to 
rotating the electric and magnetic fields E and B. The field 
operators B + IE contain orlIy creation operators for pho­
tons with helicity + 1 and annihilation operators for pho­
tons with helicity - 1 so a change of photon states for heli­
city ± 1 by phase factors e=F·n caused by Berry phases 

r±l (e) = +0 
has the same eft'ect on matrix elements of the field operators 
as a change of field operators that gives 

B + lE-e1o(B + iE), 

which is equivalent to 

B-B cos 0 - E sin 0, E ... E cos 0 + B sin 0. 

This is observed3 as rotation of the plane of polarization. 

1M. V. Berry, Proc. R. Soc. London Ser. A 392, 45 (1984). 
2R. Y. Chiao and Y. S. Wu, Phys. Rev. Lett. 57, 933 (1986). 
lA. Tomita and R. Y. Chiao, Phys. Rev. Lett. 57, 937 (1986). 
41. Bialynicki-Birula and Z. Bialynicki-Birula, Phys. ReV. D 35, 2383 
(1987). 

sL. L. Foldy, Phys. Rev. 102, 568 (1956); 122,275 (1961). 
6H. E. Moses, J. Math. Phys. 9, 2039 (1968). 
7T. F. Jordan, J. Math. Phys. 23, 2524 (1982). 
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Compatibility of observables represented by positive operator-valued 
measures 

P. Kruszynski 
Department of Mathematics and Informatics, Delft University of Technology, Delft, The Netherlands 

W. M. de Muynck 
Department of Theoretical Physics, Eindhoven University of Technology, Eindhoven, The Netherlands 

(Received 2 January 1986; accepted for publication 18 March 1987) 

The proof of a result analogous to that in Koelman and de Muynck [Phys. Lett. A 98, 1 
( 1983)] is given for the case of unbounded observables. If two, not necessarily bounded, 
observables are represented by a positive operator-valued measure, then the measurement of 
any of them is undisturbed if and only if they commute. The Naimark theorem on dilations of 
spectral functions is exploited. A stronger version of Wigner's theorem is given. 

I. INTRODUCTION 

It has been shown in Ref. 1 that the commutation of two 
observables can be implied by a kind of minimum principle. 
However, the proof given in Ref. 1 is valid only for bounded 
s.a. operators with discrete spectrum. In the present paper 
we prove an analogous result, without this restriction. 

II. UNIQUENESS OF THE ORTHOGONAL SPECTRAL 
MEASURES 

We start with a simple observation that the Kadison 
inequality for dilations can be extended for unbounded oper­
ators in the following sense. 

Lemma 1: Let B be an unbounded s.a. operator in a 
Hilbert space H, let P be the orthogonal projection onto a 
Hilbert subspace HI of H, and let A = PBP be a s.a. operator 
on HI' Then for every fED (A 2) nD(PB 2p), 

(fiA 2f)«fIPB2Pf)· 

Proof: We have P< 1, thus for all gED(B 2) 

(BgIPBg) <IIBgI1 2 
= (gIB 2g). 

For hED(BPB) nD(B 2) we have 

(h IBPBh)«h IB 2h). 

Hence, for fED(A 2)nD(PB 2p) [then fED(BP)], 
PfED(B 2) nD(BPB). Putting h = PI, we have hED(BPB) , 
and thus 

(fl (PBP)2f)< (fIPB 2Pf)· 

In a symbolic way we write 

(PBP)2<PB 2p. 

o 

With the same notation as in Lemma 1 we have the fol­
lowing lemma. 

Lemma 2: Let P be an orthogonal projection and B a 
s.a. operator. Then 

(PBP)2=PB 2P (1) 

if and only if P commutes with B (i.e., P commutes with the 
spectral projections of B). 

Proof: If P commutes with B, then obviously (1) holds. 
Conversely, let (1) hold. Then D(A 2) = D(PB 2p), 

where, as before A = PBP is a s.a. operator. Let E denote the 
spectral measure of A and let A be a bounded Borel set in R I. 

DenoteA a =E(A)AE(A) =AE(A). ThenA a is abound­
ed s.a. operator in HI' Further, we have 

Aa = E(A)PBPE(A) = E(A)BE(A), 

since E(A)<P= IH' Thus the operator E(A)BE(A) is 
bounded for every bo~nded Borel set A in R I. By the assump­
tion we have 

Aa 2 = PE(A)B 2E(A)P 

= E(A)B 2E(A) = (E(A)BE(A»)2, 

that is, for every fEll, 

(fIE(A)B 2E(A)f) = IIBE(A)fI1 2 = IIE(A)BE(A)fI1 2, 

and thus BE(A)f = E(A)BE(A)f 
Obviously, for every n = 1,2, ... , we have 

B nE(A)f = B n - IE(A)BE(A)f 

='" =E(A)BnE(A)f=AnE(A)f 

Because for all bounded Borel sets A and allfEll the vectors 
E(A)fare analytic for the operator A, they are also analytic 
for the operator B. The set {E (A)f VEll, A bounded Borel} is 
dense inHI • Thus, by the standard argument, for every fER 1 , 

we have 

eitBE(A) = E(A)eitBp. 

It follows that B commutes with all spectral projections of A, 
and, in particular, with the projection P. 0 

As a corollary to the above lemmas we have the follow­
ing proposition. 

Proposition 1: Let A be an unbounded s.a. operator in a 
Hilbert space H, and let M be a positive operator-valued 
(POY) measure over the real line R I. Suppose that 
A = fAM(dA), where the integral converges strongly on the 
domain D(A) of A (see Refs. 2-4). Then for every fED (A 2) 

A 2f= J A 2M(dA)f (2) 

if and only if M is an orthogonal spectral measure, i.e., it is a 
projection-valued measure over R I. 

Proof: By the Naimark theorem2
,3 for any POY measure 

M there exists a Hilbert space H o' such that HCHo, and a 
projection-valued measure Eo over R I, such that Eo is the 
dilation of Mby means of the projection P: Ho--+H, i.e., for 
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every ACR\ M(A) = PEo(A)P. Defining B = SAEo(cU), 
we have A = PBP. Applying Lemma 2, we obtain 

M(A) =PEo(A)P=Eo(A)P=E(A), 

for all Borel sets A in R I, where E is the orthogonal spectral 
measure of the operator A. Thus the POV measure M is 
identical with the spectral measure of A. 0 

III. THE MINIMAL SPREADING PRINCIPLE 

Suppose now that A represents an unbounded observ­
able associated with a physical system l:. Thus we can as­
sume that A is an unbounded s.a. operator in a Hilbert space 
H, affiliated with the von Neumann algebra ~ generated by 
bounded observables verifiable in the system l:. This means 
that all the spectral projections of A belong to the algebra ~. 
Without loss of generality we can assume that ~ is a factor. 
The states of the system are represented by probability mea­
sures on the lattice of orthogonal projections of~. By the 
generalized Gleason theoremS such measures are given by 
normal linear states on ~. If /ED(A), then the integral 
SA,uAEA (dA») is well defined for the probability measure 
,u,(Q) = (fIQf), Where EA is the spectral measure of the 
operator A. Following this we say that a probability measure 
,u over the lattice of projections ~p of the algebra ~ is affiliat­
ed with the domain of A if the integral 

,u(A) = f A,u(EA (dA») (3) 

is convergent. Then wewritep1JD(A). It is easy to see thatp 
can be weakly approximated by the measures ,u,,feD(A). It 
can be also shown that if ,u1JD(A1) and ,u1JD(A2), then 
,u(A I +A2) =,u(A1) +,u(A2)· 

Suppose now that,u1JD(A 2) for a given s.a. operator A. 
Define 

0'02(A) =,u(A2) _p(A)2. (4) 

Suppose further that there exists a POV measure Mover the 
reatline, such that 

A = f AM(cU), (5) 

where the integral converges strongly. Let us write formally 

O'M2(A) = f A 2,u(M(dA») - (J A,u(M(cU»)Y. 

Although we formulate the following results in full gen­
erality for any ,u1JD(A), it is enough to consider only mea­
sures ,u" with/ED(A). Therefore, we omit the proofs of the 
following lemmas, which in the case of the measures ,u, are 
trivial. 

Lemma 3: For every P1JD(A) the integral SAp(M(dA») 
exists and is equal to p (A ) . 

Lemma 4: If for two s.a. operators A I and A2• we have 
A I <..4.2, then for every probability measure ,u1JD(A1) 
nD(A2) the following inequality holds: 

,u(A1) <.,u(A2)· 

By Lemma 1 we have always 

A 2<.f A 2M(dA) = PB 2p 
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(see notation in Sec. II). Thus,foreveryP1JD (A 2), we have 
the inequalities of Jensen type: O'M2(A) >0, and 0'02(A»0. 
Moreover, by Lemmas 3 and 4, the spreading is positive, 

8(A) =O'M2(A) -0'02(A) = f A 2,u(M(cU»)-,u(A 2»0.' 

Thus we are ready to prove the following result. 
Proposition 2: For a given observable A and for every 

state p1JD(A 2) the infimum of the values of O'~/(A) for all 
possible POV measures M is achieved on the spectral mea­
sure EA of A, i.e., 8(A) = 0 if and only if M = EA' 

Proof: If M = EA, then, obviously, 0'02(A) = O'M2(A) 
and8(A) =0. 

Conversely, if 8(A) = 0, then, in particular, for every 
feD (A 2) (we should assumeD(A 2) =D(PB 2p)] 

0= ,u,(PB 2p) -,uA (PBP) 2) = ,u,(PB 2p - (PBP)2). 

Since, by Lemma 1, (PBP)2<;.PB 2p in D(A 2) 
nD(PB 2p), then PB 2Pf= (PBP)2f, for feD(A 2). 
[D(PB 2P) isdenseinH,cf. Ref. 2.] Hence, by Proposition 1, 
it follows that M = EA' 0 

IV. INCOMPATIBLE OBSERVABLES 

Finally, we apply the results obtained above to couples 
of observables which possess joint POV distributions. 

Lemma 5: Two (not necessarily bounded) .observables 
A and C have ajoint POV probability distributionM over R2 
[i.e., M is a POV measure over R2, such that M(R2) = 1, 
A = fAM(dA X.aI),andC= frM(RI Xdr)], ifand only if 
there exists a Hilbert space Ho and two strongly commuting 
s.a. operators Ao and Co in Ho, respectively, such that 
A = PAoP and C = PCoP, 'where P is the orthogonal projec­
tion P: Ho-H. 

Proof: By a straightforward extension of the Naimark 
theorem2 onto the case of R2 there exists a Hilbert space Ho 
such that the POV measure M has a dilation to an orthogo­
nal spectral measure Eo over R?, with respect to the projec­
tion P: Ho -+ H. Since the marginal measures Eo(R I X . ) and 
Eo( . X R 1) are projection valued. then the operators 
Ao: = SAEo(dA X RI) and Co: = SrEo(RI Xdr) are s.a. op­
erators and mutually commuting. The result easily fol­
lows. 0 

Proposition 3: Let A and C be two observables in the 
system l: which have ajoint POV probability distributionM. 
Suppose that for every state ,u1JD(A 2) of the system l: we 
have 0'02(A) = O'M 2(A). Then A and C commute. 

Proof: By Lemma 5 there exists a Hilbert space Ho, such 
that H CHo, and A and C can be dilated to two commuting 
operators Ao and Co in Ho. By Proposition 2, it follows from 
the assumption that 

EA =M(·XR1
). 

It is easy to see that since for all Borel sets A, A' C R 1, 

and 

EA(A) =Eo(AXR1)P, 

we have 
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EA(!:J.)jED(C) and CEA (!:J.)j=EA (!:J.)Cj 

for every JED ( C). 
In particular, by the argument similar to that in Lemma 

2 concerning analytic vectors, we get the commutation of 
E A (!:J.) with the spectral projections of the operator C. Thus 
A and C commute. 0 

Proposition 3 is a stronger version of Proposition 6.1, 
Chap. II, in Ref. 3. There the commutativity is derived from 
the minimal spreading of both observables. In the above 
Proposition 3 one of the marginal distributions can be a gen­
uine POY measure, not necessarily a projection-valued one. 

The above result can be interpreted as follows. In ortho­
dox quantum mechanics only observables corresponding to 
mutually commuting self-adjoint operators are believed to 
be jointly measurable. The N aimark theorem, as exploited in 
Lemma 5, permits us to extend the notion of joint measurabi­
lity to so-called incompatible observables which correspond 
to noncommuting s.a. operators. Thus, the joint measure­
ment of Ao and Co described in Lemma 5 can be interpreted 
as a joint measurement of A and C, with 

M(dJ. XRi) = PEo(dJ. XRi)P, 

M(R i xdy) = PEo(R i xdy)P. 

It follows that two incompatible observables are jointly 
measurable whenever they have a joint POY probability dis­
tribution in the sense of Lemma 5. The question whether any 
pair of incompatible observables allows a joint POY prob­
ability distribution, and, hence, is jointly measurable, is not 
discussed here. For the position q and momentum p many 
examples are well known.3•6,7 

The notion of a POY measure makes it possible to give a 
generalized definition of a quantum mechanical measure­
ment of incompatible observables. Our present results ex­
tend the results of Ref. 1 onto the general case of unbounded 
observables, including position and momentum. It has been 
demonstrated that it is possible to measure jointly these ob­
servables only when a mutual disturbance is allowed, affect­
ing the second (and higher) moments of both distributions. 
As a corollary to this result we prove a stronger version of 
Wigner's theorem. 8,9 

Corollary 1: There is no phase-space representation of 
quantum mechanics which satisfies all of the following three 
requirements: (i) the distribution functionj(q,p) on R2 of a 
state with the density operator p is the expectation value of a 
s.a. operator M(q,p) (defining a POY measure over R2), i.e., 

j(q,p) = Tr[pM(q,p)]; 

(ii) j(q,p) ;;.0; 

and (iii) either 

f: 00 j(q,p)dp = (q,pq) 

or 

fO 00 j(q,p)dq = (p,pp). 
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(6) 

Proof The impossibility of the phase-space representa­
tion is implied by Proposition 3, because the operators 
q = SqM(q,p)dq dp, and p = SpM(q,p)dq dp would com­
mute if the conditions (i)-(iii) were satisfied. 0 

Notice that in the previous version of Wigner's 
theorem8

•
9 both conditions in (iii) are required. A similar 

result was obtained by Twareque Ali and Prugovecki lO un­
der the additional hypothesis of covariance under the Gali­
lean group. 

Corollary 2: (iii)' The operator which corresponds to a 
phase-space function of the formA (q) + B(p), where A (q) 
and B (p) are arbitrary Borel functions, is A (q) + B (p), 

thus 

A(q) +B(P) = f{(A(q) + B(p»)M(q,p)}dqdp (7) 

implies both conditions in (iii), and hence, it is not a weaker 
condition, as assumed in Ref. 9. 

Proof According to Proposition 1, in order to prove 
(6), it is sufficient to take A (q) = 1, q, and l, and B(p) = 0 
in (7). 0 
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Observables A and B satisfy the Heisenberg inequality if the product of their variances has a 
positive .ow~I: bound independent of the state of the system. In the Hilbert space formulation 
of quantum mechanics it is a consequence of the Schwarz inequality that the Heisenberg-type 
inequality Var(A,tp)· Var(B,tp) >11 (Atp IBtp ) - (Btp IAtp W holds for any pair ofobservablesA 
and B (represented as self-adjoint operators) and for any (vector) state (represented as a unit 
vector). Ifinf{I(Atp IBtp) - (Btp IAtp )1 ItpEdom(A) ndom(B)}#O then A andBsatisfy the 
Heisenberg inequality. In the present paper the derivability of the Heisenberg-type inequality is 
analyzed within the general theoretical frame of a sum logic. It is shown that any real-valued 
non-negative function (A,a) -+/(A,a) of observables A and of states a, which has a: symmetry 
property I(A + B,a) + I(A - B,a) = 2/(A,a) + 2/(B,a) with respect to observables, satisfies 
the Heisenberg-type inequality I(A,a) ,/(B,a) >!I I(A + B,a) - I(A,a) -/(B,a) 12 for all 
observa:bles A and B and for all states a. The natural probabilistic realizations 
!t(A,a) = Exp(A 2,a) and.t;(A,a) = Var(A,a) of such functions are then analyzed. Itturns 
out that only with the complex extension of the theory can the Heisenberg inequality be 
attained in the Hilbert space realization of the theory. This is used as an argument in favor of 
the complex field as the scalar field of quantum mechanics. 

I. INTRODUCTION 

Since the discovery of the fundamental "exchange rela­
tion" QP - PQ = Uh /211')1 and the uncertainty relation 
AQ·l:J'>h /41r in the early days of quantum mechanics the 
problems ofinterpretation and derivability of these relations 
have constituted one of the central issues on the foundations 
ofthe theory. In this paper we do not touch the problem of 
interpretation of the uncertainty relation but we attempt to 
investigate the question of under which conditions two ob­
servables satisfy the probabilistic uncertainty relation. As we 
wish to avoid here the problems of interpretation we refer to 
the uncertainty relation in the sequel more neutrally as the 
Heisenberg inequality. We shall now introduce our problem 
in more detail. 

Heisenberg inequalities characterize pairs of observa­
bles for which the product of their variances has a positive 
lower bound independent of the state of the system. The 
existence of such pairs of observables is characteristic for 
quantum systems. ObservablesA and B are said to satisfy the 
Heisenberg inequality if there is a positive number h, say, 
such that 

Var(A,a)'Var(B,a»h (1) 

holds for any state a of the system. Here, e.g., Var(A,a) 
denotes the variance of A in the state a. If A and B satisfy the 
Heisenberg inequality (1) then, in particular, they are un­
bounded, noncompatible, and even totally noncompatible. 
These results do not depend on the structure of the Hilbert 
space quantum mechanics but are valid also in more general 
theories. 1-3 

In the Hilbert space quantum mechanics, where obser­
vables are represented as self-adjoint operators in a (com­
plex, separable) Hilbert space H and (pure) states as unit 

vectors (modulo phase factors) of H, one derives the in­
equality 

Var(A,tp)· Var(B,tp) >11 (Atp IBtp ) - (Btp IAtp ) 12, (2) 

which holds for any pair of observables A and B and for any 
statetpEH in the intersection dom(A)ndom(B) of the do­
mains of A and B.4 Here ('1') denotes the inner product of 
H. The inequality (2) follows essentially from the Schwarz 
inequality. The number 11 (Atp IBtp ) - (Btp IAtp ) 12 gives 
now one possible estimate for the lower bound of the product 
Var(A,tp)·Var(B,tp). Thus if 

inf{I(Atp IBtp) - (Btp IAtp )lltpedom(A)ndom(B)}#O, 

thenA and B satisfy the Heisenberg inequality. In particular, 
if A andB are such that their commutator AB - BA equals to 
a scalar operator eI, lei #0, on a dense subspace D ofH, then 

However, as DCdom(AB) ndom(BA) might be contained 
properly in dom(A)ndom(B), lei need not give a lower 
bound for Var(A,tp)'Var(B,tp), with tpE<iom(A) 
ndom(B). This fact reflects the importance of the distinc­
tion between the Schrodinger and Heisenberg couples (see 
Garrison and Wong;; for examples demonstrating the above 
conclusion see, e.g., Lahti,1 Beltrametti and Cassinelli,2 or 
Lahti and Ylinen6

). For SchrOdinger couples the right-hand 
side of (2) does give a positive lower bound leading thus to 
the Heisenberg inequality (1). 

We shall now turn to analyze the derivability of the Hei­
senberg-type inequality (2) in a general Quantum logic 
frame and discuss the relevance of the complex field to the 
Heisenberg inequality (1). 
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II. DERIVATION OF AN ABSTRACT HEISENBERG-TYPE 
INEQUALITY 

In this section E is a real vector space. 
Definition 2.1: A quadratic functional on E is any func­

tionf E--R that is non-negative [i.e.,f(x) >0 for allxEE] 
and has the property 

f(x + y) + f(x - y) 2f(x) + 2f(y) for all X,YEE. 
(3) 

Theorem 2.2: Any quadratic functionalf E -- R satisfies 
the inequality 

f(x)-j(y»!lf(x+y) -f(x) -f(yW forallx,YEE. 

(4) 

Proof Note first that f(O) = o. We shall now define 
h (x,y): = !if(x + y) - f(x) - f(y») for all x,YEE, and note 
that h is additive with respect to the first variable, i.e., 
hex + z,y) = h(x,y) + h(z,y) for all x,y,zEE. As h is sym­
metric, h is also additive with respect to the second variable. 
Now it easily follows thath(2x,y) = 2h(x,y), and, by induc­
tion, that h(nx,y) = nh(x,y) for any natural number nEN. 
We also have h( - nx,y) - nh(x,y) and, with substitut­
ing nx z, we obtain h ((1ln)x,y) = (lIn)h(x,y). Hence 
h(qx,y) = qh(x,y) for any rational number q. Putting now 
x = yin Eq. (3) of Definition 2.1 we obtainf(2x) = 4f(x). 
By a similar argument as above we infer thatf(qx) = q2j(x) 
for any rational number q. Now for fixed x,YEE, x:;;fO, 
we define p: R--R with p(q) =f(qx + y) = 2h(qx,y) 
+ f(qx) + fey). As p is non-negative we have 

O<,q2j(x) + 2qh(x,y) + fey) for all rational numbersq. Be­
ing a quadratic polynomial in q, p is a continuous function of 
q for fixed X,YEE. Thus the inequality O<,q2j(x) 
+ 2qh(x,y) + fey) holds for all real numbers q. Hence the 

discriminant must be non posItIve, so that 
Ih (x,y) 12<,f(x) ·f(y) for allx,YEE. For x = 0 this is evident. 
This completes the proof. 

Remark 2. 3: The proof of the theorem does not depend 
on the choice of the number field of E. Thus it holds also 
when E is a complex vector space. 

Remark 2.4: If h: EXE---+R is a symmetric [i.e., h(x,y) 
= h(y,x) for all x,YEEj bilinear (i.e., linear with respect to 

both arguments) form, then the quadratic form 
f(x): h (x,x), xEE, associated with h is a quadratic func­
tional. Conversely, any quadratic functionalfwhich is hemi­
continuous at OEE [i.e., lim,,_ 00 (Anx) = 0 for any sequence 
(An) CR for which limn _ 00 An = 0] defines a symmetric bi­
linear form h(x,y): = !(f(x + y) - f(x) - fey»), x,YEE, 
such thatf(x) h(x,x), xEE, i.e.,fis a quadratic form. 7 

The existence of a quadratic functional on a given vector 
space E is by no means obvious. In some probabilistic appli­
cations the existence of such functionals is, however, crucial. 
In the following we shall distinguish a class of quantum log­
ics on which quadratic functionals can be defined. To do that 
we shall first recall the relevant notions and terminology. In 
that we follow the presentation of BeItrametti and Cassin­
elli.2 

Let (L,S) be a quantum logic, where L is an orthomo­
dular, cr-orthocomplete partially ordered set and S is a suffi­
cient set of states (i.e., generalized probability measures) on 
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L. Let B ( R) denote the Borel cr -algebra of the real line lR. An 
observable A is a cr-homomorphism B(R) ---+L. Any pair 
(A,a) of an observable A and a state a defines a (standard) 
probability measure J.l~: B(R) - [0,1], Xf--+J.l~ (X) 
: = alA (X»). Let t be the identity function on lR. The integral 
SIR L dJ.l~ is denoted as Exp (A,a) and it is called the expecta­
tion value of the observable A in the state a. Similarly, 
Exp(A l,a) and Var(A,a) denote the second moment and 
variance of A in the state a, respectively. An observable A is 
said to be bounded if its spectrum (or support) 
sp(A): = n(XEB(R) IX is closed, and A(X) = e) is bound­
ed. (Here e denotes the unit element ofL.) A quantum logic 
(L,S) is said to be a sum logic, if the sum A + B of any two 
bounded observables A and B exists and is unique; A + B is 
then defined through the formula 

Exp(A + B,a): = Exp(A,a) + Exp(B,a) for all aES. 

For any AER, AA is an observable defined through Exp(AA, 
a) = A Exp(A,a) for all aES. Thus, in a sum logic (L,S), 
the set 0 of all bounded observables forms a real vector 
space. 

Definition 2. 5: Let (L,S) be a sum logic and 0 the set of 
bounded observables on it. (L,S) is a quadratic logic if there 
exists a real functionf on the Cartesian product 0 xS such 
that f( . ,a) is a quadratic functional for any aES. 

In the next section we shall show that there are quadrat­
ic logics. Before going into that we obtain, as a corollary to 
Theorem 2.2, that quadratic logics are distinguished in that 
an abstract Heisenberg-type inequality holds true in them. 

Corollary 2.6: Let (L,S) be a quadratic logic, and letf 
Ox S ---+ R be such a function that f( . ,a) is a quadratic func­
tional for each aES. The following abstract Heisenberg-type 
inequality now holds true, 

f(A,a)-j(B,a»!if(A +B,a) -f(A,a) -f(B,a) 12 
(5) 

for all A,BEO and for any aES. 
Let (L,S) be a quadratic logic. The interpretation of the 

measure J.l~ defined by a pair (A,a) as the probability mea­
sure of the possible values of the observable A in the state a 
suggests that natural candidates for functions fOx S ---+ R 
for which the inequality (5) of Corollary 2.6 could hold were 
amongfo(A,a): = Exp(A,a), fl (A,a): = Exp(A 2,a), and 
f2(A,a): Var(A,a). Clearly,/o is out of the question (as it 
is linear with respect to both arguments). As concernsfl and 
f2 they both are non-negative functions. In general, however, 
it is not known whether they would give rise to quadratic 
functionals 0 ---+ R. But as 

nA Exp(A,a),a) = Exp(A z,a) - Exp(A,a)z 

= VarCA,a) =f2(A,a) 

for all AEO, aES, one immediately recognizes that fl ( . ,a), 
aES, is a quadratic functional exactly whenfz ( ',a), aES, is 
such. Assuming that this were the case we would obtain the 
following two realizations of the abstract Heisenberg-type 
inequality of Corollary 2.6: 

Exp(A 2,a)' Exp(B z,a) 

>iIExp(A +B)2,a) - Exp(A 2,a) - Exp(B 2,a>J2, 
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Var(A,a)' Var(B,a) 

>!IVar(A + B,a) - Var(A,a) - Var(B,aW, 

for allA,BeO, aeS. 

III •. HILBERT SPACE REALIZATION 

We shall now demonstrate the existence of quadratic 
logics by using the Hilbert space realization of the quantum 
logic scheme of Sec. II. In that realization the basic sets L 
and Sare identified with the sets P(H) and Ts (H) t of 
(orthogonal) projection operators P and positive normal­
ized trace class operators Ton the underlying Hilbert space 
H. The identification ofS with Ts (H) t follows from Glea­
son's theorem (see, e.g., Beltrametti and Cassinelli2), pro­
vided that the vector space dimension ofH is at least 3. Here 
we assume that this is the case. According to the spectral 
theorem of self-adjoint operators, each observable EA: 
B (R) --+ P( H) can now be identified with a self-adjoint oper­
ator A in H. Thus the set 0 of bounded observables can be 
identified with the set Ls (H) of bounded self-adjoint opera­
tors on H. Actually, the results of this section can be ex­
tended in a straightfotward manner to unbounded observa­
bles,as well. But to avoid the complications with the 
domains of the definitions of the self-adjoint operators we 
consider here only bounded observables. 

We consider again the functionsll and/2 of Sec. II, now 
defined on Ls (H) XTs (H)t. As the operator product is 
distributive over the operator sum, the functionals 
A ....... /I(A.T) = Exp(A 2,T) = tr(TA 2) and A ....... /2(A,T) 
= Var(A,T) = tr(TA 2) - tr(TA)2 are quadriatic on 

Ls (II) for any TeTs (H) 1+ . Here, e.g., tr (TA 2) denotes the 
trace of TA 2 (which is a trace class operator). This shows 
that there are quadratic logics in the sense of Definition 2.5. 

We formulate this result. as a theorem, 
Theorem 3.1: Let H be a Hilbert space whose dimension 

is at least 3. The pair (P(H),Ts (H)tl is a quadratic logic. 
The functionalsA ....... Exp(A 2,T) andA ....... Var(A,T) are qua­
dratic functionals on Ls (H) for any TeTs (11)1+' and the 
following Heisenberg~type inequalities hold true: 

Exp(A 2,T)' Exp(B 2,T) >!IExp(AB + BA,T) 12 

= !IExp({A,B},T) 12, (6) 

Var(A,T)' Var(B,T) 

>!IExp( {A ,B}T) - 2 Exp(A,T)' Exp(B,T) 12, (7) 

for any A,BeLs (H) and for all TeTs (H) 1+ . Here {A,B} de­
note the anticommutator AB + BA of A and B. 

We shall next ask whether the Heisenberg-type inequal­
ities (6) or (7) of Theorem 3.1 also serve as the Heisenberg 
inequalities, i.e., whether the right-hand sides of these in­
equalities could give a nontrivial lower bound for some pairs 
of observables. We shall test this with the canonically conju­
gate position and momentum observables Q and P, in the 
sense of a SchrOdinger couple. We consider only one degree 
of freedom so that we may take H to be the Lebesgue space 
L2(R). Consider the Gaussian state T G which is determined 
by the function qJG (x) = c exp( - ax2

), xeR, with some 
suitable constants a and c. In this case Exp(P,T G) = 0 
and Exp(QP,T G) = - Exp(PQ,T G) so that 
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Exp( QP + PQ,T G ) = O. Thus, in the important case of po­
sition and momentum observables Q and P 

inf IExp( {Q,P},T) I 
7eT,(H)t 

inf IExp( {Q,p},T) 
TeT.(H)t 

-2 Exp(Q,T)'Exp(P,T)1 =0. 

This shows that neither of the above inequalities (6) nor (7) 
can serve as the Heisenberg inequality for the most impor­
tant pair of observables Q and P. 

We shall now proceed with analyzing a complex exten­
sion of the function/l. Let us, however, first recall that the 
set Ts (H) t of all states is completely determined by the set 
Ex(Ts (H)n of pure states, i.e., the extreme elements of 
Ts (H) t which are exactly the one-dimensional projections 
P[ qJ ], qJ a unit vector, on H. If T is a mixed state, i.e .• of the 
formUjP[qJj], with o <"t I <1, U 1 = 1, qJleH, then 
II(A,T) =/1 (A,U1P[qJj ]) = UJI(A,P[qJi]), which 
shows that also the values of the functionft are determined 
by its values on La (H) X Ex(Ts (H)lt. Hence, without any 
loss in generality but with some saving in the degree of deno­
tational complexity, we may restrict to consider lion 
Ls (H) X Ex(Ts (H»I+' only. Observe then that 

II (A,P [qJ ]) = E1[p(A 2,p [qJ ]) = tr(P [qJ ]A 2) 

= (qJ IA 2qJ ) = (AqJ IAqJ ) 

for any AeLs (H) and for any P[qJ ]eEx(Ts (H) It . This fact 
proposes the following complex extension of the functions/l: 

II: L(H)XEx(Ts(H)t)t---+-C, 

(A,P [qJ)) ....... /I(A,P [qJ]): = (AqJ IAqJ). 

Clearly, for any P[ qJ ] eEx(Ts (H) n the function 
II ( ',P[ qJ]) restricted to Ls (H) agrees with the function 
II ( . 'p[ qJ ] ). Moreover.fl is real and it satisfies condition (3) 
of Definition 2.1, as well. As Theorem 2.2 holds also for 
complex vector spaces E (cf. Remark 2.3), the inequality 
(5) of Corollary 2.6 will also be satisfied by this function. In 
particular, for any two (bounded) observables A and Bin 
Ls (H) we now have 

II (A,P [qJ ]) '/1 (B,P [qJ ]) 

=/1 (A,P [qJ]) -f1(iB,P [qJ] »!lfl(A + iB,P [qJ]) 

- II (A,P [qJ ]) -II (iB,P [qJ ]) 12 

= !IExp(AB - BA,P [qJ ]) 12 

= !IExp( [A,B ],P [qJ ]) 12, 

where [A,B] denotes the commutator AB - BA of A andB. 
As Exp( [A,B],T) is invariant under the scaling A--+A 
- Exp(A,T) and B-B - Exp(B,T) we may rewrite the 

above inequality as the Heisenberg-type inequality 

Var(A,T) 'Var(B,T»!IExp( [A,B ],T) 12, (8) 

which holds for any pair of (bounded) observables A and B 
and for any state T. Thus the complex extensionll of II allows 
one to derive the usual Heisenberg-type inequality (8). 
Though the inequality (8) is standard and well known we 
wish to emphasize some important features that are revealed 
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by the above derivation. First of all, the basic inequality (5) 
of Corollary 2.6 holds true in a very general setting for any 
quadratic functional. Second, the natural probabilistic real­
izationll (A,T) = Exp(A 2,T) of such a functional does not 
readily lead to the Heisenberg-type inequality. Only with 
extending the real vector space Ls (H) of observables to the 
complex space L(H) and the real functionll to the complex 

oneil' one is able to derive the inequality (8). This clearly 
shows that the complex field is very essential for the deriva­
bility of the Heisenberg inequality (at least in the Hilbert 
space framework). This is remarkable as the problem of the 
choice of the scalar field of quantum mechanics has become 
very relevant, anew. 8 The Heisenberg inequality may thus 
serve as an argument for the choice of the complex field. In 
the following section we shall study the derivability of the 
Heisenberg-type inequality within two possible complex ex­
tensions of the abstract quantum logic framework. 

IV. COMPLEX EXTENSIONS 

In this section we shall investigate two possible complex 
extensions of an abstract quadratic logic (L,S) which may 
allow one to derive an abstract Heisenberg inequality. 

Let (L,S) be a sum logic, and 0 the real vector space of 
bounded observables on it. We consider the function II (A, 
a): = Exp(A 2,a) onOXSand we assume thatthe function­
als A'r-->-/I (A ,a), aES, are quadratic. We shall now exlend the 
real vector space 0 to the complex one 0: = {A 
+ iB IA,BEO}, where i is the imaginary unit. Let <I> be a 

bilinear O-valued mapping on the Cartesian product OXO 
and assume that it has the property <I>(A,b) = <I>(a,B) = 0 
for any constant observables a,bER [i.e., observables 
B(R) ..... L whose spectra are singletons {a} and {b}]. We 
define the following function II : 

II (A + iB,a): = II (A,a) +11 (B,a) + 10(<1> (A ,B) ,a) 

for all A,BEO, and for any aES. Clearly, II is a real-valued 
function on 0 X S, whose restriction to 0 X S equals II. Here 
10 denotes again the expectation functional on OXS, i.e., 
10(<I>(A,B),a) = Exp(<I> (A,B) ,a). Due to the linearity of 10 
and due to the bilinearity of <I> we obtain 

II (A + iB,a) +11 (A - iB,a) = 2/1 (A,a) + 2/1 (B,a) 

for all A ,BEO, aES. Assuming that/l is also non-negative, we 
see that II ( . ,a) is a quadratic functional on () for any aES. 
According to the complex version of Theorem 2.2 we thus 
have 

II (A,a) -II (iB,a) >!lfl (A + iB,a) -II (A,a) -II (iB,aW 

for all A,BEO, aES. But as II(A,a) =/1(A,a) and 
II (iB,a) =11 (B,a) for allA,BEO, aES, we may rewrite this 
inequality in the form 

II (A,a) II (B,a»!IExp(<I>(A,B),aW 

for all A,BEO, and for all aES. This form of the abstract 
Heisenberg-type inequality, which was obtained applying 
the complex extension II of II , suggests that the observable 
<I>(A,B)EO could be interpreted as a kind of commutator of 
the observables A and B. We note that the "commutator" 
<I> (A,B) of A andB has the usual scaling invariance property 
Exp(<I>(A - Exp(A,a),B - Exp(B,a»),a) = Exp(<I>(A,B),a) 
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for any A,BEO, aES. Hence the above inequality can be re­
written once more; now in terms of the variances 

Var(A,a)· Var(B,a»!IExp(<I>(A,B),aW (9) 

for all A,BEO, aES. This is simply an abstract form of the 
familiar Heisenberg-type inequality of the Hilbert space for­
mulation of quantum mechanics, as given, e.g., in inequality 
(8) of Sec. III. 

Let (L,S) be a sum logic, and assume that the function­
alsA'r-->-ft (A,a), aES, are quadratic on O. It is an open ques­
tion which kind of structural properties this assumption im­
plies on (L,S). We do know only that it holds true in the 
Hilbert space realization of the sum logic (L,S). Again, in 
the Hilbert space model of (L,S) the generalized commuta­
tor map <I> has the standard solution <I>(A,B) = i[A,B ] 
= i(AB - BA), for A,BELs (H). The problem of which 

kind of properties a quadratic logic (L,S) has to possess in 
order for a nontrivial (i.e., nonzero) commutator map <1>: 
Ox 0 ..... 0 to be constructed on it is another open problem. 
In general, it is known only that if (L,S) admits such a non­
trivial <I> and if the Heisenberg-type inequality (9) turns out 
to be a Heisenberg inequality for some pair of observables A 
andB, i.e., inf{IExp(<I>(A,B),a)llaESh~Ofor A andB, then 
these observables are totally noncommutative, and, a lor­
tiori, L is strongly non-Boolean.3 

There is another way of approaching the problem of 
generalizing the commutation relation in such a way that we 
obtain an abstract form of the Heisenberg inequality. Name­
ly, we can postulate the existence of a pair of observables (a 
canonical pair of observables) in such a way that the right­
hand side of inequality (5) in Corollary 2.6 becomes inde­
Rendent of A and B and has a lower bound for all states. Let o be the complex vector space defined by the set 0 of 
(bounded) observables, and let S denote the complex vector 
space generated by the (convex) set of state S.9 It then turns 
out that this is possible under the ~ssumption that there is a 
vector space X and a map g: X ..... S such that the functional 
I(A,x): =/(A,g(x») is quadratic not only with respect toA 
but also with respect to x. We then have the following 
theorem. 

Theorem 4.1: Let! Ox X ..... R be a non-negative func­
tional quadratic with respect toA and x. Assume that there is 
a pair of observables A,BEO such that 

I([A,B ],cx) =/([A,B ],x) foralllci = 1 and XEX. 

[Here I( [A,B],x) denotes !(/(A + B,x) - I(A,x) 
- I(B,x»). A similar notation will be used with respect to x, 

as well.] If, moreover,f( [A,B],x) is real-hemicontinuous at 
o with respect to x, then 

(xIY): = ~{/( [A,B ], [y,x] ) + J( [A,B ], [y,ix])} 

defines an inner product on X and IIxl1 2 =/([A,B],x) is a 
norm on X. In this case inequality (5) of Corollary 2.6 takes 
the following form: 

I(A,x)-/(B,x»llxIl 4
• (10) 

The proof of this theorem can be found in Maczynski. 10 If we 
now interpret I(A ,x) as the second moment of A in the state 
represented by x (which is equal to the variation of central­
ized observablesA and B, i.e., observables with zero expecta-
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tion in the state represented by x ), then inequality ( 10) takes 
the form 

Var(A,x)' Var(B,x»lIx1l4, 

where Var(A,x) is the variance of A in the state represented 
by x. For states represented by normalized vectors IIxll = 1 
the above inequality takes the form 

Var(A,x) 'Var(B,x»I, 

which corresponds to the Heisenberg inequality. 
There arises a natural question of whether there exists a 

pair of observables satisfying the assumption of the above 
theorem. It turns out that in the Hilbert space model 
(P(H),T. (H) tl of the sum logic (L,S) there is a realiza-

"'-
tion of Theorem 4.1. In that model the set 0 is identified with 

"'-
the set L(H) of bounded operators on H, and the set S is 
identified with the set T(H) of trace class operators on H. 
Let the vector space X be the underlying Hilbert space H, 
and consider the function g: H ...... T(H), lp ...... g(lp) = P[lp]. 
Letf(A, lp) =/(A,P[lp]): = (Alp IAlp). Clearly,fis a real­
valued non-negative function on L(H) XH, and it is qua­
dratic with respect to both variables. Consider now A = iQ 
and B = P, where Q and P are any two self-adjoint operators 
in H such that QP - PQ = if holds in a dense subspace D of 
H. Due to the properties of the inner product ( '1' ) ofB, the 
functionf( [A,B],' ) has the properties assumed in Theorem 
4.1. After a straightforward calculation one obtains 
f( [A,B), [lp,'I') + ifUA,B] , [lp,iqt)) = 2(qtllp) for any 
lp, qteD. This shows that the inner product of H implied by 
Theorem 4.1 equals the Hilbert space inner product ( '1' ) of 
H. Moreover, for any unit vector lpED we now have 

Var( Q,lp) . Var(P,lp) > 1. 

We conclude that the usual Hilbert space realization of a 
sum logic gives a model of Theorem 4.1. 

It is an open problem whether there exists a pair of ca­
nonical observables on a general quantum logic and what is 
implied by such an existence. It is quite probable that this is 
so strong a requirement that it already implies the usual Hil­
bert space formulation of quantum mechanics. In any case 
we see from the above consideration that to obtain a solution 
even in the Hilbert space we have to extend the space of 
observables to a complex vector space. There arises the ques­
tion of why we consider the assumption about a quadratic 
functional (which implies the Heisenberg-type inequality 
for this functional) as superior to the inequality itself. The 
reason is that the quadracity condition is expressed as an 
equational axiom, and it is well known that a mathematical 
theory involving equational axioms only is better than a the­
ory involving inequalities (for equational theories there are 
very general theorems characterizing the properties of mod­
els of these theories). We also hope that some physical moti­
vation for the quadracity of the relevant functionals will be 
found. Anyway, to obtain the Heisenberg inequality it is not 
enough to consider only linear functionals on the vector 
space of observables in a sum logic. One has to bring into 
playa quadratic functional as well. 

V. CONCLUSIONS 

The problem of the choice of the number field for the 
mathematical apparatus of quantum mechanics has been 
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considered by many authors. It is known that the identifica­
tion of the division ring of the Piron-McLaren representa­
tion theorem with the real field R, or with the complex field 
C, or with the quaternion division ring Q is not a conse­
quence of the lattice structure ofL but it needs extra assump­
tions. These assumptions allow one to infer that the division 
is an extension of the real field R, 11.12 but the selection ofC in 
preference to R is motivated by mathematical simplicity.2 
Some more exotic fields like, e.g., p-adic numbers have been 
found out to be incompatible with the required lattice struc­
ture, 13 but as indicated by Beltrametti8 the problem of giving 
convincing physical motivation for the choice of the com­
plex field is still open. 

In this paper the superiority of the complex field Cover 
the real field R was demonstrated by showing that the Hei­
senberg inequality can be derived only in the complex field 
framework. If we attempt to derive this inequality from an 
equational axiom, we can do this only after extending the 
real vector space of observables to a complex one. We note 
that there are examples of quantum logics with a sufficient 
set of states satisfying the Heisenberg inequality. 1 However, 
in such cases the inequality is not derived but it is postulated 
as an axiom. Although the complex numbers do not appear 
directly in the Heisenberg inequality, we see that they are 
necessary for the derivation of it; by applying real numbers 
only a derivation ofthe Heisenberg ineqUality cannot be giv­
en. This is a similar situation as with the Cardano formulas 
for the solution of the cubic equation; even when all three 
roots are real, to calculate them from the real coefficients of 
the equation by means of Cardano's formulas we have to 
pass through the complex numbers. Moreover, it is known 
by a formal proof that without complex numbers the deriva­
tion is not possible. We hope that this analogy shows the 
meaning of our result. We do not claim that the complex 
numbers are indispensable in quantum mechanics, but we 
have shown that if one wants to derive the mathematical 
formalism of quantum mechanics with the Heisenberg in­
equality within the axiomatic frame of quantum logic using 
only equational axioms one has to pass through the complex 
numbers. We hope that these results may contribute towards 
a final solution of the problem of the number field in quan­
tum mechanics. 
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The spectral theory of uniformly elliptic operators A under perturbations V giving rise to 
operators of the form H v = A + V(x) on a bounded or unbounded region, such as 
SchrOdinger operators, are considered. Suppose that II V lip is constrained, but V is otherwise 
unspecified. The theory of the potentials V that maximize or minimize the eigenvalues of H v is 
presented. The optimizing potentials are typically determined by equations of the form 
- Au + W(x) u = ± cua + Au. The optimization of eigenvalues also turns out to be related 

to the determination of the best constants in Sobolev's inequality, and, in its one-dimensional 
simplification, to a classical oscillator problem with "instanton" properties. 

I. INTRODUCTION 

In an earlier paper, I one of us analyzed the following 
problem (the notation has been changed slightly): Let n be 
a bounded domain in RVand consider the eigenValue prob­
lem for various self-adjoint realizations of 

H= -A+ V(x). (1.1 ) 

Suppose that the potential V is constrained so that 
IIV lip <M < 00 for some p, 1 <p< 00. The earlier paperl char­
acterized the potentials V subject to certain constraints of 
this sort that maximize the lowest eigenvalue of H v' The 
predominant concern was the case p = 1, where the maxi­
mizers turn out to be multiples of characteristic functions, 
but it was noted that for 1 <p < 00 one was led to the nonlin­
ear equation 

AV(p-I)/2 = (V - A) V(p-1)/2 

or, with 

u = V(p-I)12, a = (p + 1)/(P - 1), 

-Au +ua=Au. 
( 1.2) 

The key step was the realization that a necessary condition 
for V to be an extremizer of the functional V ..... A, with A a 
particular eigenvalue of H v, is that V and the associated 
eigenfunction u at extremum be related algebraically via 

u2 =cIVIP-I. (1.3) 

The case p = 00 is trivial and will henceforth be excluded. A 
number of questions are related to this maximizing problem 
either in spirit or in method. For instance, it is just as natural 
to ask how one could minimize an eigenvalue. Putting aside 
for the moment general considerations such as the existence 
of an extremum, the analysis of which needs somewhat dif­
ferent ideas from those of Ref. I, condition (1.3) turns out to 
characterize minimizers as well as maximizers. Once ( 1.3) is 
derived and inserted into the variational characterization for 
eigenvalues, the minimizing problem becomes closely analo­
gous to that of finding the best constant in Sobolev's inequal­
ity, a subject that has been studied extensively for its interest 
in the theory of elliptic partial differential equations (see 

Refs. 2-7). In particular, much of our work in Sec. III is 
directly inspired by the work of Glaser et 01. and Lieb and 
Thirring (cf. Refs. 2, 3, and 6) who worked on these best 
constants and optimal bounds for the number of eigenvalues 
and their moments. Equations like (1.2) also arise in other 
contexts, such as the Yamabe problem of geometry, and 
have been reviewed by Lions.8 More recently there has been 
a paper by Brezis and Nirenberg9 bringing out more fully the 
connection between the general theory of equations like 
( 1.2) and the variational techniques developed for the best 
constants studies. 

In addition, minimization of eigenvalues arises in the 
mathematical physics of bulk matter and in quantum scat­
tering theory, especially as a tool to estimate the number of 
bound states, i.e., negative eigenvalues of H v on domains 
that may be infinite. So long as p is sufficiently large that V is 
relatively compact, the essential spectrum of H v is positive, 
while its discrete spectrum may have negative eigenvalues 
bounded from below by a determinate constant, so it makes 
sense to speak of minimizing the eigenvalues. We have dis­
covered that there is a body of literature on the minimizing 
problem on the half-line dating from papers of Everitt, 10 

Eastham, II and Evans, 12 who produced lower bounds for the 
lowest eigenvalue, and culminating with the work of Vel­
ing,13 who obtained the optimal one-dimensional lower 
bounds by realizing the connection with Sobolev's inequality 
and drawing on that literature. 

We also wish to remark that in the case of one-dimen­
sional, finite intervals there were several independent solu­
tions (Refs. 14-17) of some maximizing problems of the 
type analyzed in Ref. 1. Some oftheml4

•
16 used inequalities 

of the sort that are exploited for optimizing Sobolev's in­
equality. As a final historical note, the earliest analysis of 
maximal and minimal eigenvalues of the vibrating string 
problem of which we are aware'is that ofK.rein, 18 who found 
that the optimal bounded densities constrained to have a 
certain L I norm were multiples of characteristic functions, 
reminiscent of a result of Ref, 1. Although some connections 
have been noted among all these related optimization prob­
lems, it seems that they have not been as fully recognized and 
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exploited as they might have been. We are grateful to Kaper, 
Pranger, and Zettl for bringing some of these references to 
our attention. 

In Sec. II we extend the analysis of Ref. 1 in certain 
ways, and discuss existence, uniqueness, and other proper­
ties of optimizing potentials and their associated nonlinear 
partial differential equations. In the last section we specialize 
to the case of one dimension, where the nonlinear equation 
can be integrated and interpreted as a problem in classical 
dynamics. We shall show among other things that the opti­
mizers of the eigenvalues of H v with different boundary con­
ditions on a finite interval correspond to different phases of 
the same classical oscillator orbits. The minimizing poten­
tials for infinite intervals are related to classical orbits with 
"instanton" properties, and in special cases they become fa­
miliar solitons. 

II. OPTIMIZING POTENTIALS IN v DIMENSIONS 

In this section we will consider certain elliptic linear 
differential operators acting on a v-dimensional Riemannian 
manifold 0, for which the Rellich-Kondrashov embedding 
theorem 19,20 for the Sobolev spaces W ~'P holds; in particular 
o can be a bounded or unbounded domain in lRv or a smooth 
compact manifold. The operators consist of potentials V(x) 
added to 

A = - I Diaij(x)Dj + W(x) =AI + W(x) , (2.1) 
i,j 

where A is uniformly elliptic, i.e., a ij = aji are absolutely 
continuous real functions, and for each x the eigenvalues of 
the matrix aij lie between (or equal) numbers a and b, 

0< a < b < 00. We also assume that they have bounded gra­
dients. When W, which should be thought of as a fixed back­
ground potential, is relatively form compact (for instance, if 
WEI. P, P > v/2, v> 1, or p;;;d, when v = 1, cf. Refs, 21 and 
22), the operator A is semibounded and self-adjoint with 
quadratic-form domain Wb,2CL 2(0), i.e., the operator is 
closed from the core of smooth functions of compact sup­
port. This corresponds to Dirichlet boundary conditions, 
but in Sec. ilIon the one-dimensional case, we shall also 
impose different boundary conditions. It is known that the 
ground-state eigenvalue of A is nondegenerate with an eigen­
function that is positive a.e., when it exists-for instance 
when 0 is compact. 20 (More general operator-theoretic as­
sumptions guaranteeing this property are discussed by Reed 
and Simon21 and Davies23

.) If 0 is bounded, A has a com­
pact resolvent. For the necessary facts about elliptic opera­
tors we refer to Gilbarg and Trudinger20 and for self-adjoint­
ness to Reed and Simon,21 and we shall follow notation 
found in those references as far as possible. We shall also 
occasionally specialize to the most important case, 
A=-ll.. 

To the operator A will be added a real-valued function 
Vex), called the potential, which satisfies LP constraints, 
and we will consider the questions of existence, uniqueness, 
and characterization of the potentials that maximize or 
minimize a given eigenvalue, extending the results of Ref. 1 
in various ways. If V is also relatively form compact, then 
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A + V has the same general properties asA. In fact, the same 
properties hold if the positive part of Vis assumed merely L I, 

except that the quadratic-form domain may be smaller. 
For the case of the Laplacian on a bounded 0 and either 

p = 1 or p sufficiently large, Ref. 1 contained an existence 
prooffor a potential V* maximizing the lowest eigenvalue of 
H v' The following is a slight generalization. 

Theorem 11.1: Let 0 C W be open and bounded and, for 
p> 1, let S be a closed, convex, and bounded subset of 
L P (0), with V>O for VES. Denote the lowest eigenvalue of 
A + Vby 

E( V) = inf{(J,(A + V) f)lfEWb'Z(O) , Ilfllz = l} . (2.2) 

Then there exists a unique potential V * in S that maximizes 
E(V). 

Proof (1) Any maximizing sequence of V's in S con­
tains a weakly convergent subsequence (Vn ). Let Vn --> V* 
weakly. By a theorem of Mazur (cf. Ref. 24, p. 120), closed 
and convex sets are weakly closed, and so V* ES. 

(2) FOrE> 0, there exists ¢EC;', 111,6112 = 1, such that 

E( V* »(¢,(A + V* )1,6) - E; 

hence, since Vn --> V weakly, 

= lim (¢,(A + Vn )1,6» lim sup E( Vn ) 

by the definition of E( Vn ). It then follows that E( V* ) 
= E* =sup {E( V) 1 VES}. 

(3) Uniqueness of V* follows from the strict concavity 
of E( V): It is easy to see that E( . ) is concave. 

Suppose now that there were two maximizing potentials 
VI and V2 · By concavity their average, denoted V3, must also 
be a maximizer. Denoting the corresponding normalized ei­
genfunctions by fl' f2' and 10" we observe that unless 
fl =f2 =10" 

E* =E(V3) =I(f3,v3) =!(I(f3'VI ) +I(f3'V2») 

>!(E(VI) +E(Vz») =E* 

[here I( J, V) =(J,(A + V) f)·] Thusfl == f2 = f3 and from 
the Schrodinger equations for fl and f2 we see that 
Vlfl = V2f2 a.e. Since ground state eigenfunctions may be 
chosen to be positive in 0, it follows that VI = V2 a.e., and 
we are done. • 

For additional discussion of the case p = 1, see Ref. 1. 
The method of proof of Theorem II. 1 does not extend to 
other eigenvalues or to minimization even of the ground 
state. Theorems 11.2-11.4, which use straightforward com­
pactness arguments, are a useful replacement. The details 
are somewhat different for low dimensions (v<; 3), because 
quadratic-form compactness gets one farther than operator 
compactness. We shall make use of the well-known Rellich­
Kondrashov embedding theorem. 19,20 The space W ~,p (0) is 
compactly embedded in L vp/(v-kp)(O) for kp<v, and in 
cm(n) forO<;m<k-v/p. 

Theorem 11.2: Let v = 1, 2, or 3, and suppose 0 is 
bounded. Let V vary in a closed, convex, bounded set S (a) 
within the bounded Borel measures, if v == 1; (b) in L P (0) 
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forsomep> 1,ifv = 2; (c) inLP(n) forsomep>pfv= 3. 
Lef the background potential W lie in the same class. For any 
fixed k, denote the kth eigenvalue of Hv by E( V). Then 
E( V) attains its maximum and minimum in S. 

Proof: The proof works by throwing the emphasis not on 
V but on the corresponding eigenfunction, and using stan­
dard embedding theorems. The set S consists of relatively 
form-bounded potentials (with. arbitrarily small relative 
bound independent of V), and the min-max principle and 
the Kato-Rellich theorem show thatE( V) is bounded above 
and below uniformly on S. Let E. denote the infimum or 
supremum of E( V) onS. Let Vn be an optimizing sequence 
within S, and for convenience denote the associated eigen­
value and eigenfunction En and g", IIg" Ib = 1. By passing to 
a subsequence we may assume that En ..... E. and that V" 
converges weakly to a potential we denote V. ES. For any 
constant C> E., and n large, 

C> (g",(A l + W + V" )g,,) > (1 - E) (g", AIg,,) - D, 

for some (arbitrarllysmall) O<E< 1 and someD, indepen­
dent of V"' by the uniform relative boundedness of such po­
tentials.21.22 The Girding inequality then implies that there 
isa uniform bound on IIVg" Ib, sog" isa bounded sequence in 
W~·2. We claim that it has a uniformly convergent subse­
quence by Rellich-Kondrashov. This is immediate when 
v = 1. If v = 2 we learn that g" is bounded in L P, all P < 00, 

and if v = 3 we attain L P, all p < 6. Thus, with the HOlder 
inequality, V"g" is bounded inLP for somep > 1 (v = 2) or 
some p >~. With the assumptions on A, the same is true of 
!:&g" (cf. Ref. 20, Theorem 8.12, p. 186; here we must require 
that the boundary of n is of class C 2). This makes g" bound­
ed in W~'P for some p > 1 when v = 2, allowing us to apply 
the compact embedding to get the desired conclusion. If 
v = 3, we are as yet only guaranteed W~·6/5 +"CL 6+€" and 
a few more iterations of this argument are needed to putg" in 
a sufficientl)' highly indexed Sobolev space to have a uni­
formly convergent subsequence. We call the uniform limit 
g. (for v = 1,2, or 3). It is a nonvanishing element of the 
quadratic-form domain of A. 

If gn converges uniformly and V" - En weakly, 

(V" - E" )g" -+ (V. - E. )g. 

weakly, from which it is easy to see that in the distributional 
sense 

• " 
A more abstract existence theorem makes use either of rela­
tive operator compactness or of ultracontractivity, i.e., the 
property that for some abstract operator B, exp( - tB) is 
bounded from L 2 to L'" for all t> O. A family of operators is 
uniformly ultracontractive if there is a uniform bound for 
some t> O. This property applies, for example, to 
B + V = - fj. + V acting on a bounded, smooth domain, 
where V is positive and ranges over some set in L 1, since 
exp( - t(B + V») has a kernel dominated pointwise by that 
of exp (tfj.), as can be seen from the product formula,21,2S For 
recent ultracontractive technology, see Refs. 22 and 26. 

1772 J. Math. Phys., Vol. 28, No.8, August 1987 

Theorem 11.3: Let B be a positive self-adjoint operator 
with compact resolvent onL 2, and let V range over a convex, 
bounded, and closed set SCL 2. For any fixed k, we denote 
the k th lowest eigenvalue of B + Vby E( V). Assume either 
that (a) each VES is relatively Pounded with respect to B 
with bound less than 1, uniformly in S; or (b) B + V is self­
adjoint, bounded below by a constant uniform in S, and uni­
formly ultracontractive for VES. Then the maximum and 
minimum of E(V) are both attained in the set S. 

Proof: As before, let V" be a minimizing sequence, with 
associated eigenValUes E" and L 2-normalized eigenfunc­
tions g". We pass to a subsequence so that E" ..... E. and 
V" ..... V. weakly without further ado. The ultracontractive 
property implies a uniform bound of the form Ig" (x) I < M, 
so V"gn is bounded in L 2 under either assumption (a) or 
(b). The eigenvalue equation can be written 

gn = - (B+i)-I(V" -En -i)gn' (2.3) 

Since (V" - En - i)g" is bounded in L 2 and B has compact 
resolvent, g" has a strong limit point, which we call g • . As 
VII ..... V. weakly and gn -g. strongly, we have for 4>eC ';' 

(V",gn4» - (V. ,g. 4> ) 
implying 

V"gn ..... V.g. weakly, 

as II V"g" II <const. This identifies the weak limit ofa subse­
quence of (V" - E" - i)g". Passing to this limit, (2.3) be­
comes 

g. = - (B+i) I(V. E. -i)g., (2.4) 

so g. is an eigenfunction of B + V. with eigenvalue E •.• 
Corollary IL4: Let n be bounded and have sufficiently 

smooth boundary (or no boundary), A = - fj. + W where 
WeLP, andS = {/e LP: II/lip <M} withp > v/2, v>2 (orS 
is either this with p > 1 or the set of Borel measures of total 
mass <M if v = 1). Let E{ V) denote the k th lowest eigen­
value of A + V for fixed k. Then E( V) attains its minimum 
inS. 

Remarks about Theorems IL2.:...IL4: (1) The eigenval­
ues may be numbered by the min-max principle, counting 
multiplicities. Corollary 11.4 for v> 3 results from a stan­
dard estimate of relative boundedness given as a problem in 
Reed and Simon,21 Vol. IV, p. 369 (the infinite domain there 
is inessential). 

(2) The technique of proof often extends to show the 
existence of optimizers of various other spectral properties, 
such as gaps between eigenvalues27 and resonance widths. 28 

The one-dimensional result holds for all the boundary condi­
tions considered in Sec. III. 

( 3) It is not certain how far these theorems could be 
extended. They certainly do not extend unchanged to dimen­
sion v;>4 and the critical value p = v 12, since by arguments 
like those leading to (2.11) below such an extension would 
imply existence of positive solutions of 

- fj.u ua +AU 

for a = (v + 2)/(v - 2) and arbitrary negativeA. Yet, as 
noted by Brezis and Nirenberg,9 this is not possible (at least 
for smooth star-shaped domains) as a consequence of the 
Pohozaev identity. We conjecture that ultracontractive esti-
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mates might be an efficient way to study the critical values in 
this problem and the associated theory of nonlinear differen­
tial equations. 

( 4) As one would suspect from the alacrity with which 
we pass to subsequences in the proofs, there is no guarantee 
of uniqueness. In fact, some optimizing potentials are not 
unique (see Sec. III and Ref. 1). 

Some of the natural sets of potentials over which one 
might wish to optimize are not convex, such as II V lip = M. 
Since, however, it is easy to see from the min-max principle 
that any maximizer or minimizer over the set II V lip <.,M au­
tomatically has II V lip = M, the existence Theorems 11.3 and 
11.4 are still useful. Without loss of generality, maximizers or 
minimizers over these sets may be assumed ab initio to be 
non-negative and non positive, respectively. Hence one 
might also be led to consider playing the misere version of 
this game, viz., fix IWllp = M with V;;;'O (resp. <.,0) and 
attempt to minimize (resp. maximize). It turns out that 
there will be no minimizer under these circumstances, for 
the infimum of the ground state eigenvalue for A on a bound­
ed 0 with p > 1, for instance, can be determined to be E (0), 
by consideration of the sequence 

Vn = MnllPXB
n 

' (2.5) 

where IBn I = lin, Bn+ 1 eBn CO. Since Vn -+0 in L I, the 
Rayleigh-Ritz inequality with the (bounded) ground-state 
eigenfunction of A as the trial function shows that 

E(O) <E( Vn ) <E(O) + constlWn II,-+E(O) . 

Since IWllp >0 implies the strict inequality E(V) >E(O), 
Theorem 11.3 in fact shows that any minimizing sequence in 
the set considered tends weakly to 0, and thus leaves the 
original set. Similar but more detailed calculations show the 
same for p = 1 and for maximizing sequences of negative 
potentials (see Ref. 29). 

In Ref. 1, uniqueness was proved for maximizers of the 
ground-state eigenvalue in the case p = 1, and one-dimen­
sional examples were given showing that maximizers of 
higher eigenvalues are not unique in general. In Sec. III we 
arrive at some uniqueness only as a consequence of charac­
terizing the optimizers. The uniqueness theorem for maxi­
mizers of the ground-state eigenvalue, however, can easily be 
extended to higher p. 

Observe that minimizing potentials cannot be unique 
when 0 = R V or any other translation-invariant domain, 
since translations of the potential leave the spectrum invar­
iant. 

Now that we have established the existence of at least 
some extrema, it remains to characterize them, along the 
lines of Ref. 1. Let 

(2.6) 

(without loss of generality we could replace this with 
S={IWllp =M}), and assume l<p<oo. To spell out 
more of the argument sketched in Ref. 1, consider perturba­
tions of the form 

KXT
2 
(x) 

s I V IP-' dx ' 
T2 * 

where T, and T2 lie in the interior of supp ( V* ), and where 
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the coefficients of the characteristic functions X T, and X T2 

have been chosen so that the LP norm of the perturbed po­
tential equals M to first order in K. Regular perturbation 
theory applies,21 so if V* is an optimizer for which the opti­
mized eigenvalue is non degenerate, and the eigenvalue asso­
ciated with the perturbed potential is denoted e(K), then 

S T2U~ dx 

and leads to the conclusion that the derivative of the eigen­
value by K can only be 0 for all admissible sets T 1,2 if the 
optimizing potential and its associated eigenfunction u* are 
related algebraically via 

u 2 =const IV IP-' (2.7) 
* *' 

a.e. on supp ( V* ). Since this depends only on first-order per-
turbation theory, which states that the derivative of the 
eigenvalue is the expectation value of the perturbation in the 
unperturbed state, the argument of Ref. I still applies when 
- ~ is replaced by A or an even more general operator. It is 

also just as valid for minimizers as for maximizers, and is not 
sensitive to whether 0 is finite. More precisely stated: (2.7) 
is a necessary condition for any isolated, nondegenerate 
eigenvalue E* to be either a maximum or a minimum over 
the set S. Unlike the case of predominant interest in Ref. 1, 
i.e., p = 1, the support of V* is not a proper subset of O. 

Proposition 115: Let V* be a maximizing or minimizing 
potential for an L P constraint (p> 1), with an associated 
eigenvalue that is non degenerate, and let S be as in (2.6). 
Assume anyone of the following: (a) v;;;, 1, p> 1, and the 
eigenvalue is the ground state; or (b) A + V * has the unique 
continuation property. 

Then the support of V* contains all of O. 
Remarks: Support is defined as for generalized func­

tions, i.e., as the support of the measure V* dx, not as for 
classical functions. Particular conditions guaranteeing the 
unique continuation property (b) are30

,31 (c) v = 1, V* dx is 
a bounded measure; and (d) v;;;, 2, p > v /2, and A = -~. 

Proof' The technique of proof resembles the technique 
used for (2.7). Suppose that the lemma is false, and let x lie 
outside the support of V*. Let T denote a small ball centered 
at x. Since the support is closed, a sufficiently small T lies 
outside it. Consider the perturbation 

V* -+ V* + K¥T , (2.8) 

and let u* and e(K) denote the normalized eigenfunction for 
V* and the eigenvalue of the perturbed potential, respective­
ly. The formula of first-order perturbation theory then reads 

e'(O) = (u*,XTu*) . 

The norm of the perturbed potential in (2.8) is M + O(~ ) 
= M + O(K), so a necessary condition for V* to be an extre­
mizer is that e' (0) = 0 for all sufficiently small T. This im­
plies that u* = 0 a.e. outside supp( V*). By hypothesis this 
is a set of positive measure, and thus there is a contradiction 
with either the positivity of the ground state (case a) or the 
unique continuation property. • 

When combined with (2.7), this proof also yields the 
following proposition. 

Propositon 116: Let V* be a maximizing or minimizing 
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potential with an associated eigenvalue that is nondegener­
ate, and letSbe as in (2.6), withp> 1. Then (2.7), i.e., 

u2 = constl VIP-I . .' 
holds throughout O. Since (2.7) gives us a purely algebraic 
relationship between the optimizing potentials and their as­
sociated eigenfunctions, it can be substituted into the eigen­
value equation to yield a characterization of the optimizers. 
Note that since the eigenvalue equation is linear in u ,its 
normalization can be chosen so that the constant in (2~7) is 
1. Then we find that any optimizer (with a nondegenerate 
optimized eigenvalue) necessarily satisfies the generaliza­
tion ofEq. (1.2), 

Au ± lula sgn(u) = Eu, (2.9) 

where E is the associated eigenvalue, a = (p + I) / (p - 1), 
and the equation has been written in terms of the associated 
eigenfunction, dropping the •. The upper sign obtains if the 
potential is a maximizer and the lower ifit is a minimizer. An 
interesting consequence of the existence theory of maxi­
mizers is thus a proof of existence and certain properties of 
solutions of the necessary condition (2.9). The existence 
theory of (2.9), especially when A = - Il, the sign is nega­
tive, and a«v + 2)/(v - 2), has been heavily studied; for 
instance, see Refs. 8,9, 32, and 33. While the theory is al­
ready fairly well established, we wish to note that an alterna­
tive and rather painless analysis is possible in some cases as a 
consequence of our existence theorems for optimizers. The 
difference, in essence, is that while it is traditional to discuss 
(2.9) as the Euler equation for a functional, we choose a 
different functional, which has an L 2 setting, allowing more 
direct use of the spectral theorem. Let us restrict our atten­
tion to the ground state, which is automatically nondegener­
ate with a positive eigenfunction: 

Corollary II 7: Let 0 be bounded and a> 1. For any 
A>E(O) (= the fundamental eigenvalue of the operator 
A) and any c> 0, the nonlinear eigenvalue problem 

Au +cua = Au (2.10) 

has a positive solution UE W ~,2 ( 0 ) . 
Remarks: (1) If the coefficients in A, W, and ao (sup­

posing that 0 has a boundary) are smooth, and a is suffi­
ciently small, then u will be smooth by elliptic regularity. 

(2) This equation arises in the study of the relationship 
between Laplace-Beltrami operators and Schrodinger oper­
ators, and has recen~ly been used to demonstrate the exis­
tence of Laplace-Beltrami operators on R" with periodic 
metrics and gaps in their spectra for v > I (cf. Ref. 34). 

Proof We suppose c = 1; this can always be achieved by 
scaling the function u. The existence of a potential V maxi­
mizing the ground-state eigenvalue of A + V subject to 
II V lip = M for any M> 0 is known from Theorem 11.1, with 
a = (p + 1) / (p - 1). If the maximized eigenvalue is E 
then the necessary condition (2.9) becomes (2.10) wi;h 
u = u. and A = E •. The theorem will thus be proved if it is 
shown that E. increases continuously from E( 0) to 00 as M 
goes from 0 to 00. That it increases monotonically between 
these limits is obvious. Continuity follow from the fact that 
perturbations KP(X) with bounded functions P(x) affect 
both the spectrum and the LP norm continuously. [Strict 
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monotony, needed below, follows similarly with positive, 
boundedP(x).] • 

With the other sign we recover a variant of results de­
scribed in Refs. 8, 9, and 32. 

Corollary 118: Suppose 0 is bounded and smooth, and 
A = - Il + W, with WeL P, p>v/2. Then for any 
A <E(O) = infsp(A), and any 1 <a < 00 (if v = lor 2) or 
«v+2)/(v-2) (if v>2), the nonlinear eigenvalue 
problem 

Au -cua=AU (2.11 ) 

has a positive solution in W~,2(O) (which will be smooth if 
Wis smooth). 

The proof is just like the previous one, except that it 
relies on the existence of minimizers guaranteed by Corol­
lary 11.4. This corollary could be extended to guarantee the 
existence of certain other (not everywhere positive) solu­
tions of (2.10) and (2.11) and of equations with other ellip­
tic operators A. 

III. OPTIMIZING POTENTIALS IN ONE DIMENSION 
A. Preliminaries and general results 

The general conclusions of Sec. II apply, of course, to 
the one-dimensional case, where, at least for Dirichlet or 
Neumann boundary conditions, the eigenvalUes are auto­
matically nondegenerate. The equation characterizing the 
optimizers (2.9) reduces to an ordinary differential equa­
tion, which can be interpreted as Newton's equation for an 
autonomous system. Following up on this idea, which was 
used by Glaser et al. 3 in the context of a very similar equation 
that also arose in the context of an optimization involving 
the SchrOdinger equation, allows us to characterize the opti­
mizing potentials rather explicitly. We call the independent 
variable t because of this interpretation. For definiteness, we 
take A = - d 2/ dt 2 and a > 1 throughout this section, so that 
(2.9) becomes 

d 2u 
dt 2 = ± sgn(u) lula - Eu . (3.1 ) 

Only three domains need be considered, a finite interval 
[0,/], the semi-infinite interval [0,00), and the line 
R = ( - 00,00). On the other hand, we wish to broaden our 
scope by considering a variety of self-adjoint boundary con­
ditions in addition to those of Dirichlet type. The status of 
the existence question depends somewhat on whether the 
interval is finite or infinite and, if infinite, on what sort of 
boundary condition is imposed at the finite end point. We 
recall that if 0 = [0,00) or ( - 00,00), then there is contin­
uous spectrum [0,00 ). If we define eigenvalues by the min­
max principle, it may happen that E k (V) = 0 and fails to be 
a proper L 2 eigenvalue for finite k. 

We shall only consider the self-adjoint boundary condi­
tions 

1'(0) = m/(O) , 

I' (I) = ± m/(I) , m real 

or Dirichlet conditions, 

/(0) = 0, f(l) = 0 

[formally, m = 00 in (3.2)]. 
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Definition: When 0. = [0,1] or [0,00 ), the index k of the 
eigenvalue Ek (V) will always be taken as the number of 
nodes for 0 < tEn. When 0. = ( - 00,00 ), k is the total num­
ber of nodes for - 00 < t < 00. 

This ordering, which is somewhat traditional for ordi­
nary differential equations, corresponds to that of the min­
max principle when Ek (V) is an L 2 eigenvalue with the 
proper boundary conditions. It means, however, that on 
[0,1] the Neumann eigenvalues (m = 0) are numbered 

Eo<E 1 <E2··· , 

whereas the Dirichlet eigenvalues are numbered 

EI <E2<E3···· 

The m eigenvalues may follow either numbering, depending 
on the problem. Theorem 111.2 shows that it is the right 
convention for our problem. 

Theorem 111.1: Suppose 0. is a finite, semi-infinite, or 
infinite interval with Dirichlet or m boundary conditions 
(3.2) imposed at any finite end points: For I a fixed finite 
interval which is possibly equal to [0,1], and p > 1, let 
S = {fELP I II flip <M, suppfeI}. Let Ek (V) denote the 
k th eigenvalue of - d 2/ dt 2 + V. Then E k (V) attains its 
maximum and minimum on S (but might be trivially 0 if 
there is a continuum). If 0. = [0,1] or the optimum lies be­
low the continuum, then the associated eigenfunction at op­
timization satisfies (3.1) on the interval 1. 

Proof Existence has already been shown for bounded 
intervals, and the boundedness of the support is all that mat­
ters in that proof. The eigenvalues are automatically nonde­
generate, so the characterizing equation (3.1) always ap­
~~ 0 

Except under some circumstances for the ground state, 
the maximizing problem degenerates into the continuum 
when 0. fails to be finite. On the other hand, it is an elemen­
tary min-max exercise with widely spaced square wells to 
see that there can be arbitrarily many negative eigenvalues 
no matter how small the LP norm of the potential, so mini­
mized eigenvalues are honestly eigenvalues if I is large 
enough. The question of the existence of minimizers on infi­
nite intervals without the finite-support restriction is more 
involved. Because the operator - d 2/ dt 2 + V is defined 
with a core of compactly supported functions, one can con­
sider first the minimizers on a finite interval and let the 
length of the interval tend to infinity. In essence, if the mini­
mizers remain localized, then their limit is the minimizer for 
the infinite interval, but if they move to infinity, then the 
infinite interval has no minimizer. We shall see below that 
minimizers exist for the interval R or the interval [0,00) 
with Neumann boundary conditions, but not for [0,00 ) with 
Dirichlet boundary conditions. If minimizers exist, then 
they satisfy (3.1) with the negative sign. 

Interpreting (3.1) as Newton's equation for a one-di­
mensional oscillator, we can identify what we call the classi­
cal potential energy as 

and the equation of conservation of classical energy is 

u,2/2 + W(u;E) = h, (3.4) 
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Maximization Problem 

(a) E>O (b) E~o 

u 

?-'.inimiza tion Problem 

(e) E< 0 (d) E 2:0 

u u 

FIG. I. Typical graphs of the classical potentials W(u;E). Maximization 
problem: (a) E> 0, (b) E<:;O; Minimization problem: (c) E <0, (d) £;;.0. 

where we have used h to denote the parameter we shall refer 
to as the classical energy. See Fig. 1 for the graph of W. Note 
that the quantum energy E appears as a parameter in the 
classical potential energy, which can be viewed as a spring 
constant for the harmonic part of the potential when E> o. 
The quantum potential appears only via u. The boundary 
conditions appear as an initial condition coupled with a final 
condition (t = I). Thus the Dirichlet and m boundary con­
ditions (3.2) for [0,1] with the + sign, which we designate 
+ m boundary conditions, correspond to classical trajector-

ies that execute k /2 closed orbits, k integral. (Phase dia­
grams are shown in Fig. 2.) 

Remark: To determine the numbers E t and optimizing 
potentials Vt one first solves (3.1), treating E as a param­
eter, for trajectories with the proper initial and final condi­
tions and number of nodes, and then uses the algebraic con­
dition (2.7) to determine M = II Vllp from u by performing 
an integral. When several candidates for the optimizer occur 
the one giving the smallest value to Mis selected. The inverse 
of the function thus defined gives Etas a function of M. As 
noted in the proof of Corollary 11.7, the optimal eigenvalue is 
strictly monotonic and continuous, so this is well defined. In 
addition, the set of allowed values of E k for a given problem 
is exactly [EdO),oo) or ( - oo,EdO)], as appropriate, 
where Ek (0) is the k th eigenvalue ofthe potential V==O. 

This point of view allows some general properties of the 
optimizers to be read off even without detailed analysis. 

Proposition IlL2: Consider the maximizing (resp. mini-
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1"'1ximi M tion Prohlem 
(8) E>O 

(b) E<O 

Minimiz'Ition Problem 

(0) E<O u' 
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u 

FIG. 2. Typical phase space portraits. Maximiza­
tion problem: (a) E>O; (b) E<O; Minimization 

U problem: (c) E <O,(d) E> O. 

u 
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(d) E>O 11' 

FIG. 2. (Continued.) 

mizing) problem for any fixed p > 1, M, k> 0, and the finite 
interval. The maximized (minimized) eigenvalues are the 
same for the Dirichlet problem and all + m boundary con­
ditions. The maximizing (minimizing) potentials in these 
cases are periodic translates of the maximizer (minimizer) 
Vo o for the Dirichlet problem, which is smooth and positive 
except at its nodes and has the following symmetries for inte­
gersj,O<;j<;k: 

Vo o (1- t) = Voo (t) , (3.5) 

Vo o (jllk) = 0, (3.6) 

Voo (t + jl Ik) = Vo o (t) . (3.7) 
Proof Because the eigenvalues are determined by the 

nodes, the determining equation (3.2) for all these cases cor­
responds to executing exactly k 12 closed orbits (cf. Fig. 2). 
The symmetry (3.5) reflects invariance under time reversal, 
since V is proportional to a power of I u I by (2.7). Similarly, 
(3.6) and (3.7) just state that each orbit executed is identi­
cal, since the dynamical system is autonomous. Smoothness 
of u and the corresponding potential (away from zeros) 
arises from iterating the standard local smoothness theo­
rems for solutions of the eigenvalue equation and applying 
(2.7). The integrals involving u that one has to perform have 
the same values for different boundary conditions, since they 
correspond to different starting points in the phase plane for 
the same number of identical half-orbits. Thus the functional 
relationships between the eigenvalue and M, whatever they 
are, are identical. 0 

Observe that the bottom Neumann eigenvalue is not 
covered, and in addition some m eigenvalues are excluded, 
because their eigenfunctions are nodeless (cf. Fig. 2). The 
dynamic geometry becomes more complicated for these 
anomalous trajectories enclosed in the separatrix, and will 
not be described here. Anomalous behavior occurs in the 

minimizing problem when Iml <~ - E. 
We note that one needs to deal with the case E <;0 in the 

maximization problem for the k th eigenvalue only if the 
boundary conditions are such that Ho = - d 21dt 2 with 
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these boundary conditions has its k th eigenvalue negative. 
Even then the maximal k th eigenvalue for a given M may 
well be positive (particularly if M is large). For Dirichlet 
and Neumann boundary conditions all eigenvalues of Ho are 
non-negative so E <;0 need not be considered. The minimiza­
tion problem on a finite interval will, however, require consi­
deration of E>O, particularly for higher eigenvalues, even 
for Dirichlet and Neumann boundary conditions. For mini­
mization on an infinite or semi-infinite interval, on the other 
hand, one need only consider E < 0. 

From Eq. (3.1), one can derive certain useful integral 
identities relating 

L ( ~~ ) 2 

dt, L u2 
dt = L I V IP - 1 dt , 

and 

Ifone multiplies through by u and integrates the derivative 
term by parts once one obtains 

( (!!!!...)2 dt ± (Iul a + 1 dt = E ( U2 dt + (u!!!!...) I . In dt In In dt an 
(3.8 ) 

On the other hand, by integrating the conservation of the 
classical energy equation (3.4) over n, one finds 

( 3.9) 

The two integral identities above, Eqs. (3.8) and (3.9), can 
be used to determine any two of S n U,2 dt, S n u2 dt, and 
S n I u I a + 1 dt in terms of the third. Note in this connection 
that since we scaled u to send the constant to 1 in the poten­
tial term ofEq. (3.1), we are not free to normalize u now. By 
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solving for Snu,2dt andSn lul a + 1 dt in terms of Snu2 dt we 
find 

II VII: = ilula+ldt 

= ±~[EIlUll~ -h 10.1 +l.uu'l ] (3.10) 
2p-l 2 an 

and 

1 
lIu'll~ =-- [-Ellull~ +2ph 101 + (P-I)uu'lan]' 

2p-l 
(3.11 ) 

B. Optimization for the line and the half-line 

We are now ready to discuss the optimization problem 
for the line and half-line. In these cases the condition of 
square integrability of u at 00 forces us to consider only those 
trajectories for which u-O as t- 00 (and also u-o as 
t- - 00 if 0 = R). This provides a further simplification 
since this can be accomplished only by trajectories of classi­
cal energy h = O. Thus the energy relation simplifies to 

!U,2 +!EU2~ (a + l)- l lula + 1 =0 (3.12) 

and the integral identity (3.10) becomes 

IIVII~ = ± [2p/(2p-1)][Ellull~ +!uu'lan]. (3.13) 

Equation (3.12) with the lower ( + ) sign has as its solu­
tions 

u(t) = (- pE /(p - l»)(p 0/2 

xsechP-l[~-E(t-c)/(p-l)L (3.14) 

where c is a constant of integration. The fact that we have a 
family of solutions which are all translates of one another 
reflects the fact that Eq. (3.12) is autonomous. The corre­
sponding potential is given by 

VU) = [pE /(p - 1) ]sechz [~ - E (t - c)/(p - 1)] • 
(3.15) 

which is familiar as the soliton solution to the Korteweg-de 
Vries equation when its variables are readjusted and inter­
preted appropriately. With the upper signs (maximization 
problem) these solutions are replaced by 

u(t) = (-pE /(p - 1))(p 1)/2 

XcschP-l[~ -E (t-c)/(p-1)] (3.16) 

and 

V(t) = [-pE/(p-l)]cschZ[~ -E(t-c)/(p-l)]. 

(3.17) 

For minimization on 0 = R. we find that for any choice 
of c in Eq. (3.15), Vet) gives the same eigenvalues and has 
the same p norm. This is just a reflection of the fact that 
0. = R is translation invariant which leads to nonuniqueness 
of the minimizer for this problem. Computing II V II~, we find 

IIVII~ =PP( -E)(2P-I)I2/(p_l)P- 1B(p,D. (3.18) 

where the beta function B(P,D arises through use of the 

1778 J. Math. Phys., Vol. 28, No.8, August 1987 

identity 

fOO secha x tanhP x dx = ..!.. B (!!../J + 1) . 
Jo 2 2 2 

We thus obtain the optimal lower bound in terms of II V lip 
for the ground state 

Eo( V» - {(P - l)P-l/PPB(P,p ]21(2P-1)11V1l~/(2P-1) . 

(3.19) 

This result was derived by Veling13b by quite different 
means. If one defines the optimal bound given on the right 
above as hR (M) where M = 1\ V\lp, that is. 

hR(M) = - [(p_l)P-l/PPB(p,D]21(ZP-l)M 2P/(ZP-0, 

(3.20) 

then the corresponding bounds on R + with either Dirichlet 
or Neumann boundary conditions, denoted by hR+,o (M) 
and hR+,N (M). respectively, are given by 

hR+,N (M) = hR«2MP)I/P) = 221(2P-1)hR (M) (3.21) 

and 

hR+,o (M) = hR (M) . (3.22) 

These bounds were also first derived by Veling. l3a By way of 
explaining these bounds from our perspective we note that 
the Neumann ground state on R + corresponds to the ground 
state on R but that in passing from R + to R via reflection we 
double MP . Alternatively. we could observe that Neumann 
boundary conditions force c = 0 in Eq. (3.15). The situation 
for Dirichlet boundary conditions is somewhat more com­
plicated. Here there is no optimizing potential but the c- 00 

limit of Eq. (3.15) is seen to produce an approach to the 
optimal bound hR+.o(M). We therefore have the strict 
bound 

Eo(V) >hR+.o(M) (3.23) 

for the ground state energy of the Dirichlet problem on the 
half-line. Lack of an optimizing potential prevails in the 
cases where 0 = R or R+ for all higher eigenvalues since 
there are no trajectories that cross the u axis in these cases. 

Optimal bounds for higher eigenvalues will now be giv­
en. These bounds were not considered by Veling nor could 
they have been found by his methods. The heuristic argu­
ment given here will be justified only after we have analyzed 
the finite~interval problems since we will use a limiting argu­
ment to pass from these back to the infinite and semi-infinite 
interval problems. For a given value of M, our best strategy 
for minimizing Ek (V) is to have Eo( V) ..... Ek (V) be very 
close together by spreading V out into k + 1 similar but 
widely separated wells. For an infinite or semi-infinite inter­
val we can move these k + 1 arbitrarily far apart and thereby 
make E; ( V) for i = O, ... ,k come arbitrarily near to each oth­
er and to the lowest eigenvalue that would be supported by 
anyone of the wells individually. Itis not cost effective with 
respect to out constraint M to use fewer (or more) than 
k + 1 distinct· wells in trying to minimize the (k + 1) th 
eigenvalue. Indeed. a single well in one dimension may only 
support one eigenvalue while k widely spaced wells can be 
made to support k eigenValUes if the spacing is made suffi­
ciently large. This reasoning suggests that for 0 = R and for 
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n = lR + with Dirichlet boundary conditions 

Ek ( V) > hR «(/IV 11;1 (k + 1) )lIP) 

= (k+ 1)-2/(2P -I)hR(llVll p ) for k>l (3.24 ) 

while for n = lR+ with Neumann boundary conditions 

Ek (V) > hR «II V 1I;/(k + p ) lip) 

= (k+~)-2/(2p-l)hR(llVllp) for k>l. (3.25) 
These are optimal bounds for E k ( V) in terms of II V lip. The 
bounds for lR+ with either Dirichlet or Neumann boundary 
conditions could also be obtained from that for lR by exploit­
ing the relation between E 2k for Rand E k for R + with Neu­
mann conditions and between E 2k + 1 for Rand E k for R + 
with Dirichlet conditions. Note that there can be no bound 
in terms of II V lip to the number of negative eigenvalues in 
any of these problems. However, the results above lead rath­
er effortlessly (in fact, are equivalent) to bounds on N E ( V), 
the number of eigenvalues less than or equal to E < O. The 
bound on N E ( V) arising in this way when n = lR is a special 
case of a result of Glaser, Grosse, and Martin [cf. Ref. 2, p. 
203, Eq. (28) with t = 1J. Their general result follows from 
the special result used in conjunction with the min-max 
principle; a particularly simple consequence is that II V lip 
may be replaced by II V _lip in all our bounds [here 
V _ (t) == min(O,vU»)]. In addition, we remark that the 
bound on N E (V) of Ref. 2 also applies when n = R + with 
the Dirichlet boundary condition, whereas with the Neu­
mann boundary condition an extra ~ must be added to that 
bound. 

We turn now to the case where n = R+ with general 
boundary conditions of the form 

u'(O) = mu(O), mER. (3.26) 

To see what E 's would be reasonable candidates as eigenval­
ues for this problem we observe that Eo(O) = 0 if m>O and 
Eo(O) = - m 2 if m < O. Thus for the minimization problem 
any E < 0 is a reasonable candidate for all Ek 's if m>O and 
for all E k 's with k> 1 if m < 0 but only E 's less than - m 2 are 
reasonable candidates for Eo if m < O. 

Similarly, for the maximzation problem we need only 
consider Eo for m < 0 and then only E's in the range 
- m 2 <E <0 are reasonable candidates as maximal eigen­

value. For the minimization problem, we can meet the 
boundary condition (3.26) if we choose c in Eq. (3.15) to 
satisfy 

m=~-E tanh(~-Ec/(p-1»). (3.27) 

Since the range of tanh is ( - 1,1) and tanh is strictly in­
creasing, this equation will have a unique solution c if and 

only if Iml <~ - E or, equivalently, E < - m 2
• Thus for 

fixed m there will be a ground state minimizing potential 
associated with each E < - m 2

, whereas for 0> E> - m2 

there will not be. However, when m > 0 and 0 > E> - m2 we 
will be able to construct sequences of approximate mini­
mizers (a minimizing sequence of potentials) and thereby 
determine optimal bounds on the eigenvalue as was done 
above for the Dirichlet problem. Such considerations also 
apply to higher eigenvalues as before. The optimal lower 
bound for the lowest eigenvalue is now given implicitly by 
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the relations 

PP( _E)(2p -I)/2 

IIVIIPp = 2(p-ly-1 

X [B(~,p)+(Sgnm)B(-~n2;~,p)] (3.28) 

for E < - m 2, where the incomplete beta function, B(x;p,q), 
is defined by 

B(x;p,q) = f tp-I(l - t)q-I dt for O.;;;x<;1 . (3.29) 

For all m>~ - E the Dirichlet optimal bound, Eq. (3.22), 
applies. For fixed E, it is of interest to see how classical oscil­
lator trajectories come into play with reference to Fig. 2(c). 
Actually, only the trajectory labeled s (for separatrix) is 
needed in this analysis. Our parameter m governs the slope 
of the line whose intersection with this trajectory is our ini-

tial position. For - ~ - E < m < ~ - E a segment oftrajec­
tory is cut off and this segment determines the optimizing 
potential and wave function that go with our chosen value of 
E. As m increases across this interval we include more and 

more of the trajectory until at m = ~ - K the whole trajec­
tory is included. This corresponds to c, the position of the 
center of the sech2 well, moving from -- 00 to 00. As m 
moves on up from ~ - E, m has no further effect on the 
optimal relation between Eo( V) and II V lip. On the other 

hand, as m moves on down from - ,f=7f, one finds that 
the eigenvalue Eo(O) = - m2 of the same problem with no 
potential is less than E and so E can never be a minimal 
lowest eigenvalue for these problems. Higher eigenvalues 
can be treated analogously. In place ofEq. (3.28), one ob­
tains 

PP( _ E )(2p - 1)/2 

IIVII;= 2(P~1)P-I 

X [(2k + l)B( ~ ,p) + (sgn m)( -E~\+'P)] 
(3.30) 

for E < - m 2
; for m>~ - E one obtains the Dirichlet an­

swer, Eq. (3.24), and for m.;;; - ~ - E one obtains the Dir­
ichlet answer with index adjusted by 1. Lastly, we consider 
briefly the maximization problem for the ground state when 
m < o. We need only concern ourselves with the case of 

m < - ~ - E. From Eqs. (3.16) and (3.26), the relation 
between the parameters m and c is found to be 

m = ~ - E coth [ ~ - E c/ (p - 1)] . (3.31 ) 

Also the optimal relation between Eo ( V) and II V lip is given 
by 

IIVII; = [PP( -E)(2p -I)/2/2(p-ly- 1 J 

xB(l +E/m2
; p, ! -p), (3.32) 

where - m 2 < E < o. Note that the beta function ranges 

from 0 to 00 as m ranges from ~ - E to - 00 since the 
argument! - p makes B(x;p,! - p) singular as x --> 1-. This 
is in accord with the qualitative phase space analysis [see 
Fig. 2 (b) J where we cut off various parts of trajectory s for 
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- 00 < m < - ~ - E , including more and more of the di­
verging part as m -+ - 00. 

C. Optimization for finite Intervals 

For finite interval problems we can no longer confine 
our attention strictly to trajectories of classical energy h = O. 
Since we shall deal primarily with Dirichlet and Newmann 
boundary conditions and their associated family of equiva­
lent boundary conditions (see Proposition 111.2) it is useful 
to begin with a treatment of the periods of the classical orbits 
which occur in the various cases. In the maximization prob­
lem with E> 0, one finds that the classical period T( h,E) 
ranges monotonically from the harmonic oscillator limit, 

21TI,jE, ash-+O+ to 00 ash approaches the maximum value 
of the classical potential. This can be seen from the expres­
sion 

T(h,E) = 4 , lUI du 

o -li(h - W(u;E») 
(3.33 ) 

where u 1 is the first positive turning point of the classical 
motion. A detailed analysis of the period function T in a 
general setting is to be found in Refs. 35-37. By changing 
variables to s = ulul and writing h in terms of U1 via 
h = W(u,;E) we obtain 

T(h,E) 

-4l1 

ds 
o ,jE (1 - r) - [2/ (a + 1)] uf - 1 (1 - SZ + I) 

(3.34) 

Now as is evident from Fig. 1 (a), u 1 is a strictly increasing 
function of h for the range of h 's we are considering and 
hence we may analyze how T changes as h varies from 0 to 
the maximum value of the classical potential by seeing how 
expression (3.34) changes as u 1 increases from 0 to the posi­
tion of the maximum of the classical potential. Since the 
integrand increases with u 1 for all se [ 0,1 ) , it is clear that Tis 
strictly increasing as a function of uland hence also as a 
function of h. For the minimization problem with E < 0 the 
classical orbits fall into two classes: those with h > 0 and 
those with h < O. By an analysis almost identical to that given 
above we arrive at 

T(h,E) 

-4l1 

ds 
o ~[2/(a+ l)]Uf-'(1-SZ+') +E(1-r) 

(3.35) 

for the case where h > O. This time h ranging from 0 to 00 

corresponds to u 1 increasing monotonically from u I,min [de­
fined by W(UI.min;E) = 0, u1,min >0] to 00 which in turn 
corresponds to T decreasing from 00 to O. Next we consider 
the orbits having h < O. The result is much like that for Fig. 
t (a) in that T is found to approach a harmonic oscillator 

limit, 21T/~(a - 1) ( - E), as h approaches the minimum 
value of the classical potential and to increase to 00 as h 
increases to O. T(h;E) is continuous and positive for h in the 
range described. The question of whether or not it is mono­
tonic is difficult. Recent results of Chicone38 and of Chow 
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and Wang39 can be used to show that T is monotone increas­
ing in h for h < 0 and for all p > 1. Later in this paper we shall 
explicitly treat the case where p = 2 in terms of elliptic func­
tions as a preliminary to settling further questions for this 
case. Lastly we consider the case arising from the minimiza­
tion problem with E>O [Fig. 2 (d) ]. When E> 0 it is easy to 
show that T ranges monotonically from the harmonic oscil-

lator limit, 21TI,jE, down to 0 as h varies from 0 to 00. When 
E = 0, T ranges monotonically from 00 to 0 for the same 
variation of h. 

The considerations above are of use to us for the Dirich­
let and Neumann optimization problems on a finite interval 
[0,1] through the following observations: for the function 
u (t) associated with an optimizer of E k to meet Dirichlet or 
Neumann boundary conditions it must execute an integral 
number of half -orbits in time /. The integer occurring here is 
associated with the index k; in fact, for the Dirichlet and 
Neumann problems we have the condition 

kT(h,Ek )/2 = / for k = 1,2,3, ... , (3.36) 

though for k = 0 in the Neumann minimization problem we 
have the condition 

(j/2)T(h,Eo) = i for some jE{t,2,3, .. .}. (3.37) 

Also critical points on the u axis will have to be examined in 
the Neumann problems. We remark that these conditions 
are to be viewed as conditions determining values of h which 
are allowed by some given choice of E and k. If for such a 
choice we have several classical orbits or critical points 
which give candidates for optimizers we will have to decide 
among these by computing the values of II V lip associated 
with them and taking the candidate which gives the least 
value. To the extent that the conditions above lead to a single 
candidate we will have characterized the unique optimizer. 
For the sake of reference we list the eigenvalues of - d 21 dt 2 

with + m boundary conditions. They are 

Ek (0) = (k1TII)2, k = 1,2,3,... (3.38) 

(3.39) 

with the latter eigenvalue present for all mER (but not for 
Dirichlet boundary conditions, which correspond to 
m-+ ± 00). 

Let us now give brief discussions of each of the most 
standard finite interval cases individually. For the Dirichlet 
maximization problem our discussion of periods allows us to 
find exactly one maximizing candidate for any choice of E 

and k so long as 21 Ik>21TI,jE. Thus if 

E> (k1Tli)2 = Ek (0) for ke{I,2,3, .. .}, (3.40) 

E will arise as a maximal value E r (M) for some choice of 
M> 0 and we have an explicit characterization of the maxi­
mizing potential and eigenfunction. This same analysis ap­
plies to the higher eigenvalues (k> 1) for the Neumann 
maximization problem. For the ground state the only candi­
date for the maximizer comes from the critical points not at 
the origin and we are done. Here E should be chosen to be 
positive. Theorem 111.2 also allows the results above to be 
applied to the + m boundary conditions, Eq. (3.2) with the 
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plus signs, which are related to Dirichlet and Neumann 
problems. With + m boundary conditions the allowed val­
ues of E for ground state maximization are given by 
E> - m 2

• When E<,O, this condition can be rewritten as 

I m I > ~ - E and the trajectories that arise as candidates for 
yielding the maximizing potential are then found to be por­
tions of phase curves in Fig. 2 (b) lying above the curve s' or 
below the curves, i.e., curves having positive classical energy 
h. When E> 0, one can find analogous nodeless solutions 
corresponding to trajectories having classical energy 
h> Wmax [see Figs. l(a) and2(a)]. 

The Dirichlet minimization problem is almost as simple 
as the above since orbits with h<,O are ruled out by the condi­
tion u (0) = ° = u (I). Allowed minimal E k 's are given by 

E <Ek (0) = (krrll)2 for k = 1,2,3,... . (3.41) 

This condition could also be read off from our knowledge of 
the classical periods since for E <,0, T ranges between ° and 

00 for hE(O, (0) and for E> ° Tranges from 21T1.JE down to 

° so that only those E 's for which k1Tl.JE > lor E < (k1TII) 2 

are attainable as minimal Ek 's for M> 0. When one consid­
ers the corresponding Neumann problem all the trajectories 
just discussed come back into play though not yet as unique 
minimizers since one now must contend with the additional 
orbits which occur when h < ° and E < 0. First, we note that 
the constraint on choices for Ek , Eq. (3.41), still holds but 
now for k = 0,1,2, .... Second, note that the situation for 
E>O is the same as before and thus we have already charac­
terized the unique minimizing potentials for this case. When 
E < 0, however, we may now have two or more choices of 
orbits to consider as well as the critical points not at the 
origin. These may be sorted by node counting: note that the 
orbits or critical points for which h < ° have no nodes [see 
Fig. 2(c)] and hence can at most be candidates as mini­
mizers of the ground state. At this point higher states are all 
uniquely characterized but there remains the question of 
whether the ground state minimizer comes from the critical 
point (implying a constant potential) or from an h < ° orbit. 
Each h < ° orbit leads to two optimizing candidates corre­
sponding to the two possible starting points. Since both 
choices lead to the same M value, if such an orbit gives rise to 
a minimizer it gives rise to a second minimizer as well and we 
would therefore have a non unique minimizer. The situation 
for + m boundary conditions is even somewhat more in­
volved. Again, by the node-counting argument the h < ° or­
bits are only of importance when looking for the ground­
state minimizer. 

Furthermore, one can show that the classical Hamilto­
nian function, h(u,u'), is an increasing function of radial 
distance from the origin (u,u') = (0,0) on the region of the 
phase plane outside the separatrix s, which is the figure­
eight-shaped curve formed by the h = ° trajectories [see Fig. 
2 (c) ]. Thus any ray from the origin intersects each h > ° 
orbit exactly once and, in addition, we need only consider the 
h < ° orbits when m and our choice of E are related by 

I m I < ~ - E . This last condition comes from the fact that 
the h = ° trajectories enter the origin with asymptotic slope 

± ~ - E . When I m I < ~ - E there will surely be a nodeless 
solution and thus E can be an E ~ as in the Neumann case. 
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D. Bounds on the number of negative eigenvalues for 
finite-interval problems 

We turn now to the topic of finding bounds in terms of 
II V lip on the number n (V) of negative eigenvalues for the 
operator H v = - d 21 dt 2 + V(t) acting on L 2 (0,1) with 
Dirichlet or, more generally, + m boundary conditions. 
This problem is especially tractable since we need only deal 
with the E = ° case of the minimization problem. This elimi­
nates a term from Eq. (3.4) and allows us to solve explicitly 
for the period 

T(h,O) = 2{2h -- l/2p( (p - 1 )/2p)(P + l)/2PB ((p - 1)/2p,!); 

(3.42) 

in addition, the integral identity (3.10) reduces to 

IIVII~ = [2pl(2p-1)]hl. (3.43) 

Thus in the case of Dirichlet boundary conditions, for V to 
admit the possibility of having k negative eigenvalues we 
must have 

IIVII~ > [k 2P (p - l)p+ 1/(2p -1)12p- jY'] 

XB ((p - 1)/2p,!)2P (3.44) 

and, since + m boundary conditions simply require an in­
dex shift, we have proved the following theorem. 

Theorem 111.3: The number of negative eigenvalues 
n (V) of the operator H v = - d 21dt 2 + Vet) acting on 
L 2 (O,l) subject to + m boundary conditions and with V 
EL p (0,1), 1 < p < 00, V _ =;EO, satisfies the bound 

n(V)<l+ p.p . 
pl/211V_111/2 [(2 _ l)ZZp-l ]1!2P 

B((p-l)12p,!) (p_1)P+l 

(3.45) 

In particular, (3.45) applies in the case of Neumann bound­
ary conditions. The same bound applies in the case of Dirich­
let boundary conditions if the additive 1 is deleted, and, fur­
thermore, these bounds are optimal bounds for n (V) in 
terms of II V-lip· 

Remark: The part of this theorem dealing with Dirichlet 
boundary conditions was first proved by Grosse (cf. Ref. 40, 
p. 94, Proposition 1). 

E. The Neumann ground state minimizer for p=2: A 
bifurcation phenomenon 

Other problems which may be integrated in terms of the 
more standard special functions are the cases of Eq. (3.4) 
with p = 2 or 3 [corresponding to a = 3 or 2, respectively, 
via a = (p + 1 )/( p - 1)] and general E. The solution 
u(t) may then be expressed in terms of elliptic functions. 
Here we shall pursue the special case p = 2 with E < ° in an 
effort to understand the ground state of the Neumann mini­
mization problem which we left incompletely characterized 
in the case of general p. 

Thus we must look at solutions to 

U'2 = 2h - Eu 2 
- u4 /2, (3.46) 

where h <0 for which u'(O) = ° = u'(/). The critical point 
at (u,u') = (v'=E,0) certainly yields one solution 

( 3.47) 
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To see what other solutions need to be considered, we ob­
serve that the general solution to Eq. (3.46) above is 

u(t) = a dn(at l{i - c, J.t) , (3.48) 

where dn represents one of the standard Jacobian elliptic 
functions. 41 Here c is the arbitrary constant of integration, 

(3.49) 

and the parameter J.t ( = mod squared) of the elliptic func­
tion is given by 

J.t = 1 - b 21a2 , 

where 

(3.50) 

(3.51 ) 

The constants a2 and b 2 are simply the roots of the right­
hand side ofEq. (3.46), when this is viewed as a quadratic in 
u2. Now the period ofdn('; J.t) is 2K( J.t), whereK( J.t) rep­
resents the complete elliptic integral of the first kind.41 To 
meet the boundary conditions we impose 

c = 0 or c = K( J.t) (3.52) 

and 

1= jT(h;E)/2 =j({ila)K( J.t) , where je{t,2,3, .. .}. 

(3.53 ) 

Before we can proceed, we must analyze the function 
K( J.t)la as a function of h for - E2/4<h <0 [ - E2/4 is 
the minimum value of W(u;E)]. We will see that as h in­

creases across this range ({il a)K ( J.t) increases from the 

limiting value 11'/~ - 2E to infinity. This may be shown as 
follows. First, we observe that J.t and h are related by 

J.t = 1 - (b 21a2) = 2~E2 + 4h I( - E + ~E2 + 4h ) 

(3.54) 

so that 

~E2+4h =J.t(-E)/(2-J.t) 

and thus 

a2 = 2( - E)/(2 - J.t) . 

(3.55) 

(3.56) 

Now it is easy to show using calculus thatJ.t increases mono­
tonically from 0 to 1 as h increases from - E 214 to O. Hence 
we will be done if we can show that 

(3.57) 

is an increasing function of J.t for O<p. < 1. To verify this we 
show that this expression has a positive derivative and this 
amounts to showing that 

(3.58) 

This inequality follows by demonstrating that the power se­
ries for K ( J.t) at J.t = 0, which has positive coefficients and 
radius of convergence 1, is majorized by that for 
2(2 - J.t)dK IdJ.t( J.t). Finally, it is easy to see that the limit­
ing values are as stated above. This analysis shows that solu­
tions (3.48) satisfying condition (3.53) do arise if 

l>j11'/~ - 2E for je{I,2,3, ... }, 
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i.e., if 

E < - !(j11'11)2 for je{I,2,3, .. .} . (3.59) 

Therefore, we have the following situation: if 0 > E;;;. - 1T 21 
21 2 only the constant solqtion Uo (t) is a minimizing candi­
date and hence it yields the minimizer, if - 1T 2/2/2 
> E;;;. - 211' 2112 we have the constant solution plus two 
''j = I solutions" [coming from the two choices for c, Eq. 
(3.52)] as minimizing candidates, if - 21T2/f2>E 
>91T 2/212 we have the constant solqtion, two j = I solu­
tions, and twoj = 2 solutions as minimizing candidates, etc. 
Here we shall concentrate only upon what happens as E is 
decreased beyond the first critical value at - 1T 2/2/2. T\Iois 
problem exhibits an interesting bifurcation. 

Proposition IlL 4: The ground state minimizer for the 
Neumann problem on a finite interval of length I with p = 2 
undergoes a bifurcation at M2 = 1T 4/41 3. For 
o < M 2", 1T 4/41 3 the minimizing potential is a constant func­
tion, but for M 2>11' 4/4/ 3 it is a (nonconstant) Jacobian 
elliptic function and is not unique. 

Proof: For Ebetween - 1T 2/212 and - 21T 2112 the oth­
er solutions that we must consider are 

U la (t) = a dn(at l{i, J.t) (3.60) 

and 

U lb (t) = a dn(at l{i - K( J.t), J.t) = a dn(a(t - 1)/{i, J.t) . 

(3.61) 

Since these solutions are simply reflections of each other in 
the line t = 112 and since all associated p norms will there­
fore be identical we shall use only the subscript I (without 
the distinguishing a or b) for the most part. In the above, 
K( J.t) and I are related by Eq. (3.53) withj = 1; we shall 
view this as an equation determiningJ.t as a function of E (/ is 
assumed fixed). So as to work with explicitly small param­
eters as an aid in identifying orders of small terms we intro­
duce the scaled quantities E and 1/ via 

E= (-~/2/2)(1 +E)2 (3.62) 

and 

J.t = 21/ . (3.63) 

The question of which of Uo or u I provides the minimizer will 
be decided by a comparison of the norms Mo = II Volb and 
MI = II Vdb. The solution yielding the smaller value of M 
will be the minimizer. We begin by determining the first few 
terms of the series for 1/ in powers of EI/2. This series is guar­
anteed to exist and have a nonzero radius of convergence by 
the analytic inverse function theorem applied to the function 

F(z) = [(2I1T) (I - z) 1/2K(2z) - I] 1/2. (3.64) 

This function is analytic at z = 0 and satisfies F(O) = 0, 

F'(O) = .J3/4. Relation (3.53) withj = 1 can now be repre­
sen ted as just EI/2 = F( 1/) if we substitute for a, E, and J.t 
using Eqs. (3.56), (3.62), and (3.63). Solving for 1/ as a 
series in E1/2 one finds 

1/= (4/.J3)E I/2 _¥E+ (31!2.J3)C/2_-W~+'" 

(3.65) 
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and solving in turn for h one obtains 

h = (1T4 116/ 4) [ - 1 + j€ - §€2 + 0 ( €3)] . (3.66) 

We can now proceed with the comparison of norms. Using the integral identity (3.10) we have (in self-explanatory notation) 

= ~[(-E)a.J2 iK(!l) dn 2(S,,u)dS+/(-E 2+h l -ho)] 

= H ( - E)a.J2E(,u) + .J2K( ,u){E 2 + !,u2E 2/(2 - ,u)2}la] 

= [.J2( - E)3/2/3( 1 _1])3/2] [4( 1 -1])E(21]) - (4 - 81] + 31]2)K(21])] , (3.67) 

where E( ,u) represents the complete elliptic integral of the 
second kind41

; to avoid confusion with the energy Ewe shall 
always include the argument when writing this function. 
Now an easy computation shows that 

4(1 -1])E(21]) - (4 - 81] + 31]2)K(21]) 

= -3 f (n-2)(n-3) 
n~4 n(n-l) 

X [(2n - 5)!!]22n-21]n 
(2n - 4)!! 

(3.68) 

and hence that M i < M ~ for all 0 < 1] < 1. Thus the solutions 
u la and u Ib yield a lower ground state eigenvalue than Uo for 
any M2 > 1T 4/4/3. Furthermore, at least for M2 in the inter­
val1T 4/4[3<M 2 <,41T 411 3

, thesej= 1 solutions yield the 
minimizing potential since higher j solutions need not be 
considered. D 

We note that after the bifurcation at M 2 = 1T 4/4/ 3 

(E * = 1T 21212) the minimizing potential ceases to be sym­
metric under t ---> I - t (symmetry with respect to t = 112) 
but rather we get two minimizing potentials which trans­
form into each other under this operation. Since the problem 
as stated also shares this symmetry we may say that the sym­
metry of the ground state minimizer breaks at M 2 = 1T 4/4/ 3 

leading to nonuniqueness of the minimizer in this case. It is 
perhaps worthy to note that the non uniqueness of the 
ground state minimizer for n = JR can be described in analo­
gous terms: the original problem has translational symmetry 
and all the non unique ground state minimizers transform 
into one another under translation. In addition, we conjec­
ture that the j = 1 solutions give the minimizer for all 
M 2 >1T 4/4V 

F. The case of "compact-support" boundary conditions 

We next take up a discussion of what we call compact­
support boundary conditions. In this category we consider 
the operator H v onL 2(JR) or L 2(JR+), where VEL P and Vis 
further restricted to having its support in [ - 1,1 ] or [0,1]. 
Here we shall focus our attention on the compact-support 
minimization problem on JR; optimization problems on JR + 

with various boundary conditions at t = 0 could be handled 
similarly. For this problem the compact-support condition 
implies that 

u(t) =A e+f=-rt for + t~1 ± - p , (3.69 ) 
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where A + and A __ are arbitrary constants. These conditions 
lend themselves to viewing the problem as a problem on 
[ - 1,1 ] with boundary conditions 

u' ( ± I) = + ~ - E u ( ± I) , (3.70) 

which are what we call compact-support boundary condi­
tions. Just as in all previous finite-interval problems we must 
first analyze the function giving the traversal times of our 
classical trajectories, that is, the times which our classical 
trajectories take in passing between the lines determined by 
the boundary conditions. Since our point of departure in 
these discussions is to fix E, that E appears in the boundary 
conditions is not an obstacle, in fact, in a certain respect it 
simplifies the calculation. (In this regard, it may be recalled 
that in our work with + m boundary conditions the values 

m = ± ~ - E were found to be critical values at which the 
type of behavior encountered undergoes a transition.) We 
begin by looking at the traversal time for the ground state 

Tc (h;E) = 2 (U, du 
Juo .J2(h - !Eu2 - [I/(a + 1) ]ua + I) 

(3.71) 

Here u 1 is the positive turning point of the classical oscillator 
and Uo > 0 gives its starting position: we start at the point 
(u,u') = (u o, ~ - E uo) in phase space with classical ener­
gy h = [I/(a + I)] ug + 1 > O. We wish to see how Tc (h;E) 
varies as h varies from 0 to OC!. First, it is clear that Tc (h;E) 
---> OC! as h ---> 0+. Beyond this, we shall show that Tc (h;E) 
decreases monotonically to 0 as h increases from 0 to OC!. To 
see this, we change variables in the by now familiar fashion, 
arriving at 

Tc (h;E) = 2 ( dsl( [2! (a + I)] uf - J (1 _ ~ + 1 ) 

Juo/U[ 

+E(1_S2))1/2. (3.72) 

Now as h increases, u 1 increases so that the integrand de­
creases and we will be done if we can show that uolu 1 in­
creases with h. This follows from the relation 

[l!(a + l)]ug+ 1 =!Eui + [l!(a + l)]uf+ 1 

(3.73 ) 
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rewritten as 

uc/u l = [1 - [(a + 1)/2]( - E)u l- (a - I)] lI(a + I) • 

(3.74) 

It also easily follows from this argument that Tc (h;E) .... O as 
h .... 00 . Since existence of a minimizer is established 
(Theorem 111.1), we have the following proposition. 

Proposition IlL5: For any p > 1, k, /, and M, there is a 
unique potential satisfying IlVllp..;M and supp( V) 
C [ -/,1] which minimizes Ek (V), the k th eigenvalue of 
H v = - d 2/dt 2 + V(t) acting on L 2(R). 

To be a bit more explicit, given an E and an I the ground 
state minimizer is provided by the classical trajectory whose 
classical energy h is determined by 

21 = Tc (h;E) . (3.75) 

We may proceed on to higher eigenvalues by observing that 
the required classical trajectories must be determined by the 
condition 

21 = Tc (h;E) + kT(hiE)/2 , (3.76) 

where T(hiE) is the function giving the period of the asso­
ciated closed orbit considered previously [Eq. (3.35)] and 
kE{1,2,3, .. .} indexes the excited state. Since T(h;E) was 
shown to decrease monotonically from 00 to 0 as h ranges 
from 0 to 00, it is again clear that each E < 0 will yield exactly 
one candidate as a minimizer of E and again by appealing to 
our existence result the minimizing potential is now charac­
terized. 

G. Technical arguments concerning unbounded 
Intervals: Passage from finite- to Inflnlte.;lnterval 
problems 

As promised earlier, we now present the limiting argu­
ments which prove our assertions about optimizers for 
n = R or R+. We concentrate on the case of minimization 
on R, the other cases being similar. Let E t (M;l) denote the 
minimal k th eigenvalue for the interval [ - 1,/] with Dirich­
let boundary conditions at both end points and with M p 

= fl-t ! V(t)! Pdt and let E t _ I (M;R) be the correspond-
ing function for R where now M P = f~ 00 I V(t)! Pdt. Bya 
well-known argument using the min-max principle (essen­
tially reproduced below), Et(M;/) is a decreasing function 
of I and hence liml_ 00 E t (M;/) exists or is - 00. We shall 
denote this limit by Et(M;I .... 00). 

Proposition IlL 6: E t _ I (M;R) = E t (M;I .... 00 ). Fur­
thermore, the lower bounds given by (3.19) and (3.24) 
hold. 

Proof First, we show that EL I (M;R)..;Et 
(M;I ..... 00 ). To see this, consider the minimizing potentials 
V t (t;l) for the k th eigenvalue of the Dirichlet problem on 
[ - 1,1 ]. We extend these potentials to tER by defining the 
extension to be 0 off [ - 1,1 ]. The resUlting operators H v on 
L 2(R) can now be seen to have (k - 1 )th eigenvalue less 
than or equal to E t (M,/) by applying the min-max princi­
ple (form version, see Reed-Simon,21 Vol. IV) after observ­
ing that the extensions of the eigenfunctions of the finite­
interval problem lie in the form domain of the operator H v 

actingonL 2(R). ThisprovesEL I (M;R)..;Et(M;I ..... 00). 
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To show the reverse inequality, we argue by contradiction. 
Thus we suppose Et_1 (M;R) <Et(M;I ..... 00). By the de­
finition of EL I (M;R), we can find a VeL peR) such that 
Et_1 (V) <Ek (M;l ..... 00). Now since C ;,(R) is a core for 
H v the min-max principle applies with the supremum and 
infimum taken over the intersection of C ;' (R) with the usu­
al sets. Thus, in particular, we can find k linearly indepen­
dent functions ¢1'¢2'''',¢kEC;, (R) such that 

sup ( ¢,Hv ¢) <Et(M;I ..... 00) • 
.,6espan{ <P, ..... ,"'} 

(3.77) 

II <plj,= I 

We now let [ - R,R] be an interval containing the supports 
of the ¢;'s (i = 1, ... ,k) in its interior and define VR as the 
potential V restricted to [ - R,R]. Note that II VR lip"; II V lip 
and finally that Ek (VR ) <Et(M;I .... 00), which follows 
from Eq. (3.77) above and the min-max principle applied to 
Hv . But Ek (VR )'~Et(M;1 = R»Et(M;I ..... 00) and we 

R 

have arrived at a contradiction. 
ToeliminatethepossibilitythatEt(M;R) = - oo,i.e., 

that 

inf Ek(V) = - 00, 
IlVllp.;M 
VeL PeR) 

and to assist with our characterization of minimizers we 
compute the limiting form as I ..... 00 of the relation between 
E * and M for the minimization problem on [ - 1,/] with 
Dirichlet boundary conditions. For this part of the argument 
we shall view E as fixed and compute the limiting value of M 
as I ..... 00. We consider here only the ground state. We have 

MP= f~IIV(t)!Pdt 

=JI !U(t)!2p /(P-I)dt 
-I 

i"' q2p/(P-I) 

=2 dq, 
o ..fi(h - W(q;E») 

(3.78) 

where we have changed variables to q = u(t) and the new 
upper limit of integration U I = U I (h) is the positive turning 
point of the motion of the classical oscillator (recall that 
h > 0 in this problem). To take the limit as I ..... 00, observe 
that as I approaches infinity h decreases to 0 so it suffices to 
consider the limit of the expression above as h .... O+. Note, 
too, that as h ..... 0 + , U I decreases monotonically to U I (0), the 
positive turning point when h = O. We claim that as h .... O+ 

i
"'(O) q2p/(p-1) 

MP .... 2 dq 
o V( - E)q2 - [2/(a + 1) ]qa+ I 

_ pP( _ E)(2p-l)/2 ( .!.) 
- B p, . 

(p_1)P-I 2 
(3.79) 

To see this, we break up the interval [O,u I (h)] into two 
subintervais, [O,ul(O)] and [UI(O), uI(h)]. On 
[0, U I (0)], the integrand in Eq. (3.78) increases pointwise 
tothatinEq. (3.79) ash decreasestoO.Asfortheotherpart, 
we transform the integral to 
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S2p /(p-l) 

----------------------------------~ds (3.80) 
V [2! (a + I)] u~ - 1 (1 - sa + I) - ( - E) (1 - S2) 

and, observing (by using Taylor's theorem on the expression 
under the radical) that the integrand is bounded by a con­
stant times (1 - s) -1/2 for s near 1 and h near 0 while the 
length of the interval of integration shrinks to 0, we see that 
this quantity goes to 0 as h -0+. Now the limiting relation 
between M and E represented by Eq. (3.79) is identical to 
that given by Eq. (3.18). This shows that the solutions [Eq. 
(3.15)] exhibited earlier in this section are indeed mini­
mizers since they satisfy the characterizing equation (3.1) 
and they attain the minimal E allowable for the given M. 0 

The considerations above could also be applied to high­
er eigenvalues and to optimization problems on R + with a 
variety of boundary conditions imposed at t = O. In particu­
lar, all the lower bounds exhibited earlier can be demonstrat­
ed in this way. Note, too, that the procedure we applied 
above allows one to find the optimal bounds for eigenvalues 
whether or not an optimizing potential exists. When such a 
potential does exist we can find it using the characterizing 
equation (3.1 ) in the manner used above. 

H. Concluding remarks 

In conclusion, we would like to emphasize what we be­
lieve to be the wide applicability of the techniques and results 
presented above. In fact, there are a great variety of bound­
ary conditions not dealt with above to which the methods are 
applicable. Furthermore, one could consider a different base 
(unperturbed) operator Ho = - d 21dt 2 + Wet) to be per­
turbed to an operator H v = Ho + V where V obeys an L p 

constraint. Yet another direction which could be pursued in 
this context are the finite-interval optimization problems 
subject to periodic or antiperiodic boundary conditions. 
This problem cannot yet be treated by the methods described 
above since one potentially has a problem with degeneracy of 
the optimized eigenvalue which renders Proposition II.6 
useless (except in the case of the ground state for periodic 
boundary conditions). 

Note added: Since writing the preprint version of this 
paper, we have learned of additional related work on similar 
problems, using other methods. Specifically, we mention the 
work of Egnell,42 Essen,43 Keller,44 and Melentsova.45 

We are grateful, in particular, to Egnell42 for pointing 
out an error in an earlier publication. 1 In addition, we would 
like to thank the referee for helpful suggestions. 
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An estimation method for unknown parameters in the initial conditions and the potential of a 
quantal system using the stochastic interpretation of quantum mechanics and some results in 
system theory are presented. According to this interpretation the possible trajectories of a 
particle through coordinate space may be represented by the realization of a stochastic process 
that satisfies a stochastic differential equation. The drift term in this equation is derived from 
the wave function and consequently contains all unknown parameters in the initial conditions 
and the potential. The main assumption of the paper is that a continuous sequence of position 
measurements on the trajectory of the particle can be identified with a realization of this 
stochastic process over the corresponding period of time. An application of the stochastic 
filtering theorems subsequently provides a minimum variance estimate of the unknown 
parameters in the drift conditional on this continuous sequence of measurements. As simple 
illustrations, this method is used to obtain estimates for the initial momentum of a free particle 
given measurements on its trajectory and to construct an estimator for the unknown 
parameters in a harmonic potential. It is shown that an optimal estimator exists if the 
stochastic processes are associated with a wave function from a potential of the Rellich type. In 
addition the a posteriori probability density of the parameters in the quantal system is 
calculated, assuming that all parameters involved prescribe a Rellich potential. 

I. INTRODUCTION 

Many problems in physics and chemistry require invert­
ing experimental data in order to obtain estimates of un­
known potentials. Most rigorous quantum mechanical ap­
proaches to inversion problems are based on the analytical 
properties of the wave equation, which is, however, not a 
measurable quantity. In this paper we approach the problem 
more directly by employing the measurable amplitude of the 
particles using the stochastic interpretation of quantum me­
chanics and then estimating the unknown quantities by 
means of system theory. Since the square of the absolute 
value of the wave function may be interpreted as the prob­
ability density of the position of a particle, it is possible to 
associate a stochastic variable with it such that its realiza­
tions correspond to the collection of all possible trajectories 
of the particle in coordinate space. It is known from stochas­
tic mechanics that this variable satisfies a stochastic differen­
tial equation of the diffusion type with a drift that depends 
on the wave function. 1-8 The main assumption of this paper 
is that position measurements of a particle over a continuous 
period of time are equivalent to the realizations of this sto­
chastic variable on the corresponding time interval. 

The drift term in the diffusion equation for the random 
variable contains all the information of the initial wave func­
tion and the potential, so a realization of the stochastic vari­
able introduced above depends on the unknown parameters 
in the quantal system. The inversion problem now reduces to 
finding an estimator for these parameters given this realiza-

a) Current address: Department of Applied Mathematics, Twente Universi­
ty of Technology, 7500 AE Enschede, The Netherlands. 

tion. This approach is detailed in Sec. II. From filtering the­
ory it is known that the minimum varianced estimator of the 
unknown parameters at times, referred to as a filter, is given, 
by the a posteriori mean conditional on the obtained realiza­
tion.9

,l0 In Sec. III we introduce a theorem, which shows 
that under an appropriate condition such a filter satisfies a 
stochastic integral equation known as the Fujisaki-Kallian­
pur-Kunita equation. II

-
13 Under more restricted circum­

stances, the a posteriori mean can be calculated from a condi­
tional probability density that satisfies a stochastic partial 
differential equation involving the observed realization as 
input. II, 14 

This approach is different from the parameter estima­
tion method used in Ref. 15 though both approaches use 
filtering methods. This paper assumed that the only source 
of error was the noise term with a variance proportional to 
Planck's constant. If that inhomogeneous noise term were to 
vanish the observations would reduce to exact measure­
ments on a Newtonian system, which is not the case in Ref. 
15. There the measurement was assumed to be proportional 
to the quantum mechanical expectation and an inhomogen­
eous white noise process modeling the experimental error. If 
the variance of this inhomogeneous process approached 
zero, the observation would reduce to the quantum mechani­
cal expectation. The various expressions in these two papers 
must therefore carry a different interpretation. 

In Sec. IV the method is illustrated by two examples. We 
apply the filtering formalism to estimate the unknown initial 
momentum of a free particle by measurements on its trajec­
tory. This case is of interest because it is related to the uncer­
tainty principle. In addition we calculate the a posteriori 
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probability density for two unknown parameters in a har­
monic potential. In Sec. V we introduce a condition neces­
sary for the existence of the Rao-Cramer lower bound9

,10 to 
the covariance matrix of the estimator, and we show that it 
can be calculated from the sensitivity equations of the quan­
tum mechanical wave function. 

In Sec. VI it is shown that for a certain class of potentials 
the estimator exists and is given by the solution to the Fuji­
saki-Kallianpur-Kunita integral equation. For the same 
class of potentials we present the analytical form of the a 
posteriori probability density for the unknown parameters in 
the quantal system using the extendec;J Bayes formula. II In 
Sec. VII we summarize the paper and suggest an extension of 
the a posteriori probability density derived in Sec. VI for the 
case that the number of unknown parameters is infinite. 

II. STOCHASTIC MECHANICS 

This section briefly summarizes the relationship 
between quantum mechanics and stochastic mechanics and 
specifies the assumptions on the experimental observations 
that make it possible to represent the estimation of unknown 
parameters as a filtering problem. More detailed informa­
tion on the subject of stochastic mechanics can be found in 
Refs. 1-8. 

In a quantal system the probability p [x,s] ax of finding 
the position of a particle in a volume element ax around the 
point x in coordinate space at time s is equal to 
p[x,s]ax = It/'[x,s] 12ax, where t/'[x,s] is the wave function 
satisfying the SchrOdinger equation ili(a las)t/'[x,s] 

A A = Ht/'[x,s] withxER N, H = - (fz212m)a + V. The func-
tion V = V( x) is the potential, a is the Laplacian in R N, and 
p[x,O] = 1t/'[x,oj2 is the initial probability density. There 
exists a stochastic variable x(s)ER N associated with the 
probability density p[x,s] such that for any Borel set A in 
R N

, 

p[x(s)eA] = IdxP[x,s], (2.1) 

where p [A) is the probability of the event A. The time evolu­
tion of the probability density p [x,s) may be obtained from 
the SchrOdinger equation, so the stochastic process d~fined 
in (2.1) depends on the potential in the Hamiltonian H in a 
complicated fashion. 

The collection of possible trajectories on the interval 
[008) is given by all possible realizations of the random vari­
able x(8'), s'e(O,s) , and has a measure whose image at times 
is given by (2.1). It has been shown in recent years 1-6 that 
the process xes) satisfies the following stochastic differential 
equation: 

dx(s) = b[x(s),s)ds + 0- dw(s), (2.2) 

where E[w(s») =0, E[w(s)wT(s')] = I min(s,s') , 
~ = IiIm, and b(s) = b[x(s),s): R N --R N so that xes) be­
comes a diffusion process. The drift term b [x,s] is related to 
the wave function t/' in the following manner: 

b [x,s] = Re(Vt/'[x,s]) + 1m (Vt/'[x,s]), (2.3) 
t/'[x,s] t/'[x,s] 

where V = (a laxw .. ,a laxN ). Notice that the wave func-
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tion depends on the initial condition t/'o [x] so that the drift in 
(2.3) contains all the information of the initial wave func­
tion t/'o[x]. The probability density associated with the ra­
dom variable in (2.3) is therefore not only determined by the 
initial distribution p[x,O] = It/'o[X) 12, but also depends on 
the phase of the initial wave function. Since t/' often has ze­
ros, the drift term b[x,s) may have singularities so that the 
stochastic equation (2.2) generally does not have a strong 
solution. In Sec. VI we will elaborate on the existence ofthe 
solution to Eq. (2.2) and its associated measure. 

If a single experimental observation on a quantal system 
is performed to determine the position of a parti~le at time s, 
the measurement ideally results in a realization of the sto­
chastic variable xes) defined in Eq. (2.2). Similarly, a con­
tinuous series of observations that do not disturb the particle 
measure its trajectory over a period of time s, and the result is 
equivalent to a realization of the random process 
{x(s')}o<s'<s' 

To demonstrate how filtering theory is now used to es­
tablish the parameters in the quantal system, consider the 
wave function to be dependent on a vector of unknown pa­
rameters yER K. They can reside in the initial wave function 
or in the potential so that V = V( y). As a consequence of 
(2.3), the drift b [x,s] depends on y and can be written as 
b = b[x(s),y,s). The vector of parameters is time indepen­
dent so the combined equations for the vector y and the 
stochastic process xes) can be written as 

d 
ds Y = 0, 

dx(s) = b[x(s),y,s] + o-dw(s), 

(2.4a) 

(2.4b) 

which are usually referred to in system theory as state and 
observational equations, where the parameter vector in 
(2.4a) is defined as the (unknown) state ofthe system and 
where the process xes) is the observable variable. Using the 
filtering theorems below, an estimate of the parameters y at 
time s can be obtained from the realization {x (s') h<s' <s. 

It is possible that the parameters y are influenced by 
physical processes that have a random character and are not 
part of the original model (e.g., the potential may be stochas­
tic). Another possibility is that some of the N processes 
xI(s), ... ,xN(s) in (2.4b) are unobservable and consequently 
have to be added to the state of the system (2.4a). The en­
larged state is denoted yes), and the state and observational 
equations in their most general form become 

dyes) = h[x(s),y(s),s)ds + P dWI (s), 

dx(s) = b[x(s),y(s),s)ds + o-dW2(S), 

(2.5a) 

(2.5b) 

where y(s)ER K, and where h(s) = h[x(s),y(s),s): 
R K __ R K. The matrix P is of appropriate dimension and 
specifies the magnitude of the stochastic fluctuations while 
WI (s) and w2 (s) are independent Wiener processes of di­
mension K and N, respectively. The purpose again is to esti­
mate yes) from the information' {x(s)h<s'<s' 

In Sec. III we introduce the equations of filtering theory 
that are relevant for the solution of the state estimation prob­
lem posed in (2.4) and (2.5). 
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III. STOCHASTIC FILTERING THEORY 

As is well known in the filtering literature, the minimum 
variance estimate of the nonmeasurable variables yes) 
in (2.5a) is the a posteriori mean conditional on the 
realization of the measurable variables xes) on [O,s); 
E [ y(s) I {x (s)} O.:;s';;' J. This estimator satisfies the Fujisaki­
Kunita-Kallianpur integral equation introduced below and 
can be obtained from the a posteriori probability density, 
which under more restricted conditions satisfies the 
Kushner equation in Theorem III.2. 

We assume that in (2.5) the drifts h(s) hexes), 
yes) ,s] and b(s) b[x(s) ,y(s),s]: R K --.R K are such that 

where the expectation E is over the random processes intro­
duced above. Then we have that the following theorem 
holds. 

Theorem III.I: Let F: be the sigma algebra generated 
by the stochastic process x (s'), O.;;s' ';;s, and define the pro­
cess V s ' 

dvs = dx(s) E [b(s)IF:]ds, O';;sq. (3.2) 

Then if condition (3.1) holds, the estimator E [y(s)lF:J 
for the state yes) in (2.5a) given the realization 
{x(s)h.;;s,<sEF: from (2.5b) satisfies the integral equa­
tion 11-13 

E[y(s)IF:] =E[y(O)IFo] + fd1"E[h(T)IF~] 

1 r + Jo {E [Y(7')·b(7')TIF~J 

E [Y(7')IF~]'E [b(7')IF~JT}·dvT' 
(3.3 ) 

where Fo is the sigma algebra generated by the random vari­
able x (0) = Xo. For the proof see Ref. 10, Theorem 8.1. 

Notice that the existence of the estimator does not have 
additional requirements on the sigma algebra F:. From 
(3.1) it follows that fl. y ~fl.w, and fl." ~fl.w" where fl. y ' fl.", 

fl.w, ,fl.w, are the measures associated with the processes y(s), 
xes), w1(s), W2(S), respectivelyY The inverse relation is, 
however, not necessary for the theorem. 

The conditional mean E [b(s) IF:] may be calculated 
from the a posteriori probability distribution p [ y' ,s J 
= p[ y'IF:l, y'ER K, i.e., the probability density of the state 
yes) given the observations x(s'), O';;s' ';;s. If additional re­
quirements are added to condition (3.1) it is possible to de­
rive thefollowing equations, (3.4) and (3.5), for p [y',s]. 

Theorem III.2: Assuming that (3.1) holds then under 
certain restrictions on the operator L: and the process v" 
the density pry/,s] for the state yes) in (2.5a) given the 
realization {x(s)}o<s'.;;s satisfies the following stochastic 
equation9,1l.14: 

dp[y',s] =L;"p[y',s]ds+ (l/a2)p[y',s]{b(s) 

E[b(s)IF:]Y'dvs' O,;;sq, (3.4) 
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where 

E [b(s) IF:] r dy' p[ y',s ]b[x(s),y',s J. 
JRK 

(3.5) 

For a proof of the Kushner equation (3.4), see Ref. 11, 
Chap. 8. 

The first term on the right-hand side of Eq. (3.4) in­
volves the Fokker-Planck operator L * associated with the 
stochastic equations (2.5a) and propagates the probability 
distribution in time as if no information has been obtained. 
The second part on the right-hand side of (3.4) contains the 
information of the observations {xCs)}o.;;s'<s embedded in 
the process Vs' Equation (3.4) is a stochastic partial differ­
ential equation that has to be interpreted in the sense ofIto. 

In Sec. IV we illustrate our approach by applying the 
filtering method to estimate the unknown initial momentum 
of a free particle and we provide an estimator for the un­
known parameters in a harmonic potential. 

IV. APPLICATIONS 

In the first example we obtain an estimate for the initial 
momentum ofa free particle [yin (2.4a») given an observed 
trajectory in coordinate space {x (s) h<s<" where x (s) satis­
fies (2.4b), K N = 1. A filter exists even ifthe initial prob­
ability density is not normalizable. In Sec. IV B we construct 
the a posteriori probability density for the unknown param­
eters in a harmonic potential using similar information. 

A. Estimation of the momentum of a free particle by 
position measurement 

Consider a free particle with the potential V=O and the 
initial condition 

1 [X2 yx] w[x,O] = exp --2+i-, 
. (8fii) 1/2 28 Ii 

(4.1 ) 

then the wave function tf evolves in time as 

,/,[ 1 1 1 [i( yx Iirs/2m) ] 'f/ X,S = exp --'-'----''----
(8fii)1/2 (1 +is)112 

(x - yslm)2 . 1 - is] . 
tj2 1 + is 

(4.2) 

The distribution for the initial position of the particle, 
itf[x,OW, is a Gaussian with a variance of p2 and zero 
mean, where the parameter y is the initial phase, or momen­
tum, which is assumed to be unknown. From (2.3) it is easi­
ly seen that for this choice of initial condition the drift b[x,s] 
becomes linear so that (2.4b) reduces to 

dx(s) = [ylm +a(s){x(s) - (y/m)s}]ds + O'dw(s), 
( 4.3) 

where 

a(s)=K[(KS 1)/(K2s2+1)], K=lilm82
• (4.4) 

Since y is time independent, Eq. C2.4a) holds, and iden­
tifying (4.3) and (2.4b) it is clear that y can be estimated 
from the realization {x(s)h.;;s'<s by means of applying the 
general methods of Sec. III. Both equations (2.4a) and 
(2.4b) are linear and it can be shown that in this case the 
distribution for the parameter y conditional on the experi-
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mental data {x(s')}o.; .. .;. is a Gaussian, which can be speci. 
fied by its first two moments.9•1l•

14 Substituting this Gaus­
sian into Eq. (3.4) leads to two equations describing the time 
evolution of its mean and variance, known as the Kalman­
filtering equations. 11,16 From these we find that the optimal 
estimate res) = E[rl {x(s')}o.; .. .;.] of r and its variance 
Vy(s) = Var(1'(s») satisfy 

d1'(x) = m Vy (s) [I - saCs) ] 
Ii 

X [dx(S) - (1 - :(S» res) - a(s)x(s) J ' 
(4.5a) 

d Vr (S)2 2 
- Vy(s) = --- [l-sa(s)] . 
ds mli 

(4.5b) 

The equation for the estimator is linear and can be 
solved in terms of the observed sequence x(s'), O<;s' <;s once 
Vy (s) is known. The equation for the variance of the estima­
tor, (4.5b), is of the Riccati type and is independent of the 
data due to the linear nature of the estimation problem. It 
can be easily solved to yield 

( 
1 1 is )-1 Vy(S)= -+- dr[l-ra(r)]2 , 

Vo mlio . 
(4.6) 

where Vy(O) = Vo. As time approaches infinity it is easy to 
see that 

Vy(s)-,Vco =[ :0 +~(; +1)]-1, (4.7) 

so that after an infinite. amount of measurements the vari­
ance of the optimal estimate approaches a finite limit. The 
i"itial phase can there/ore not be determined without error. 

The a priori knowledge about r is represented by the 
initial estimate 1'(0) and variance Vo. As the available fore­
knowledge decreases, Vo-' 00, we see from (4.7) that 
Vy (s) t V co < 00; hence, even in the case that no initial infor­
mation is available (Vo = (0), an estimator exists and has 
finite variance. In this case, V.., ::::::0.6 If 182 so that the final 
variance is inversely proportional to the variance of the free 
particle at the beginning of the measurement process. Final­
ly, if the position of the particle at time zero is very accurate­
ly determined, say 82 <If IVo' then we see that V co :::::: Vo so 
that almost no information can be gained from the observa­
tions, and if the initial position becomes infinitely precise, 
8 -.0, it becomes impossible to obtain any information (V.., 

= Vo)' 
The uncertainty principle states that it is impossible to 

determine the momentum and the position of a particle both 
to an arbitrary degree of accuracy. The result derived above 
is therefore consistent with quantum mechanics, and it 
shows that even from an infinite sequence of measurements 
on the position of a particle, no information can be obtained 
about the momentum r if the initial position of the particle is 
known to infinite accuracy. So far we assumed, obviously, 
that the system was not meaningfully disturbed by the posi­
tion measurements, which is not entirely correct; precise 
measurements will generally alter the quantal system. 
Usually only one measurement can be performed at a fixed 
time or the time interval for measurement remains short. 
The result above, however, is of interest as a theoretical limit 
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and further work in this area is warranted. 
A closely related case is when we consider the wave 

function of a free particle such that "'[x,s] 
= exp[ -Ax + iBsl, where A = rlmcf2, B;= rl(mu)2. 

the unknown parameter r beiu.g the mitial momentwQ,ofthe 
particle. This probability densIty'is not normalized but the 
associated stochastic process (2.4b) still exists. Indeed the 
drift b[x,s] for the process equals b[x,s] = rim and the a 
posteriori probability density' .becomes a Gaussian with the 
following mean and variance: 

A( ) -E [IFX1- (x(s) -x(O» r s - Y s -m , 
s (4.8) 

Varer) = (217' m;)1I2. 
It is interesting to notice that in this case the variance 

approaches zero 8.&s .... oo . Hence, in constrast to the previous 
example, for the case of the free particle where no itiforma­
tion exists for its initial position (8 -. 00 ), the initial momen­
tum r can be. determined exactly if the position measure­
ments are continued for an infinite: amount of time. Since y is 
related to the initial momentum we find that the initiajener­
Sy is proportional to r. An estimate of the initial energy of 
the particle is then E [rlF:]l2m and can be calculated 
from (4.8). In fact, 

E [rlF:]/2m = m[ {x(s) - x(O)p 4If]l2s2. (4.9) 

Notice that the energy estimator is not just given by 1'(t)21 
2m but also contains a term that decreases with time like 1/ a2 
and is proportional to If. 

B. Estimation of a harmonic potential from position 
measurements 

A more complicated situation is where the particle 
moves in the presence of a potential well, where in this case 
the potential is a one-dimensional harmonic oscillator 
V = r IX

2 + r]:X, with the parameters being unknown. From 
the realization of the associated random variable we now 
construct the estimates for the two parameters as follows. 
Suppose that the initial wave function has the general form 
",[x,D] = exp[Aox2 + BoX + Co + i{Eox + Fo}], then 
from the SchrOdinger equation we see that tP[x,s] 
= exp[Ax2 + B(s)x + C(s) + i{E(s)x + F(s)} J, where 
the functions B(s), C(s), E(s), and F(s) satisfy the follow­
ing (linear) differential equations: 

~B(s) + 2cf2E(s) = 0, ~ C(s) + cf2B(s)E(s) = 0, 
ds ds 

~F(s) - 2cf2{B(s)2} = 0, (4.10) 
tis 

~E(s) + r~ -2<rAB(s) =0, 
ds mv 

where cf2 = lilm, A 2 = rl/2mu4, B(O) = Bo, C(O) = Co. 
E(O) =£0, and F(O) = Fo. These equations can be found 
from substituting the wave function into the SchrOdinger 
equation. 

Using (2.3) the associated drift may be shown to be­
come b[x,s] = lAx + R, whete A =A[y1, R = R[y] 
=B(s) +E(s),y= (YI'Y2)' ThefunctionsB(s) andE(s) 
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and the constant A generally depend on Y 1 and Y 2 in a nonlin­
ear fashion. As usual the time independent parameters in y 
are identified with the state of the system (2.4a) and then 
using this drift, Eq. (2.4b) becomes linear. The a posteriori 

probability density for y, given the observationsp[y'IF:], 
satisfies Eq. (3.4), and using the method of characteristics9 

the solution is given by 

p[ y'IF:] 

z[ Y']exp[~ f b( 7)dx( 7) - 2~ f d7 b( 7)2] 

X {f dy z[ Y']exp[~ f b( 7)dx( 7) 

1 (' ]}-I 
- 2d2 Jo d7 b(7)2 , ( 4.11) 

where b(7) b[x(7),y',7] is the drift term introduced 
above and where the probability density z( y') is the a priori 
information on the parameters. 

For example, suppose that Y2 = 0 so that only the un­
known constant Y 1 needs to be estimated. As time increases 
the optimal estimate approaches the maximum of the den­
sity (4.11) (the maximum likelihood estimate) so that 

1'1 (s) :::::2ma.4[ (fX(S' )dx(s') 2fX(S')R [S'jdS') 

( r )-1]2 [4 r ]-2 X 2 Jo X(S,)2 ds' :::::2ma4 sd2 Jo X(S,)2 ds 

(4.12) 

as time approaches infinity. The average (lis) 
X f x(s')2ds' ..... d2/4A for large s and has a variance that 
decreases as lis. From Eq. (4.12) it then follows that as time 
increases 1'1 converges to the actual parameter Y 1 (P - as) 
and that its variance also decreases with the time of observa­
tion. 

Expression (4.11) is more generally valid for drifts 
b(s) = b[x(s),y',s] that satisfy the requirements of 
Theorem 3.2 but the usual assumptions introduced to vali­
date the Kushner equation do not hold for (2.4b) or 
(2.5b).11 We will say more about the use of this equation in 
Sec. VII. 

In Sec. V we present a lower bound to the covariance 
matrix of the estimator, which is particularly useful in deter­
mining its long-time behavior. 

V. ASYMPTOTIC ANALYSIS 

It can be shown that if certain conditions are satisfied 
the covariance matrix of the estimator of the parameters 
YI'''''YK in (2.4a) asymptotically approaches the inverse of 
the associated Rae-Cramer lower bound as time increases to 
infinity.9.10 The rank of the Rao-Cramer matrix also shows 
whether the observations under consideration can determine 
all parameters independently and the diagonal elements of 
the inverse of the Rae-Cramer bound generally provide in­
formation on the rate with which information is gained on a 
parameter as further observations are obtained. 

Using Ref. 10 the Rao-Cramer inequality for the covar­
iance matrix of a multidimensional estimator can be found; 
however, the existence of the Rae-Cramer lower bound ma-
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trix is not guaranteed in the present case. In this section we 
introduce a condition that will ensure the existence of the 
Radon-Nikodym derivative necessary to calculate the lower 
bound matrix so that the derivation of the inequality can 
proceed analogous to the method in Ref. 10. We also show 
that the Rae-Cramer matrix can be calculated from the sen­
sitivity equations of the Schrodinger equation. 

Henceforth we assume that the drift b(s) b[x(s),y,s] 
is obtained from the wave function t/J = t/J[x,y,s] for every 
yER K and that it is a square integrable random process for 
every choice of vector parameter y. This means that 

rds E'[b[x(s),y,sj2] = rds { dXit/J1 2 1V log t/J12 
Jo Jo JR' 

= ('ds( dxIVt/J1 2 <oo, (5.1) Jo JR" 
where E I is the expectation only over the random variable 
{x(s)h.;;s.;;, in contrast to (3.1), where the expectation E 
extends to all stochastic variables. The equalities can be 
found from calculating the drift term using (2.3) and substi­
tuting the result into (5.1). This condition on b(s) is equiva­
lent to requiring that the drift be generated by a wave func­
tion associated with a finite energy for every choice of yER N. 

An important consequence of (4.1) is the following 
theorem, related here without proof. 10 

Theorem V.l: Consider the observational equation 
(2.4b) and define d'll (s) a dw (s), s>O. Let the measure 

J.lx be associated with the process x (s) that satisfies (2.4b) 
with b(s) = b[x(s),y,s]. Then, for the Radon-Nikodym 
derivative (dJ.lx1dJ.l .... ) ('Il,y,s) of the measure J.lx with re­
spect to the measure J.l .... ' we find 

dJ.lx [ 1 1 (S ] 
dJ.l .... ('Il,y,s) = exp d2 r,(b(s») - 2;;' Jo drb(r)2 , 

(5.2) 

where the drift is evaluated as b(s) b[n,y,s] and where 

rs(b(s») = p-limn [X{JOdTb(Tl'< oo} fZn ['Il]T'd'll(r)]. 

(5.3 ) 

Here Zn is a sequence of functions such that 

(5.4) 

with XA (x) = 1 if xEA and is 0 elsewhere. Also, p-limn de­
notes convergence in probability, i.e., for random variables 
S n' S, p-limll S n S is equivalent to the statement that for all 
8>O,p[ISn -SI>8]-.Oasn-oo. 

In addition, for s, O<sq, 

dJ.l [ 1 is 1 lS ] __ x (x,y,s) = exp -2 b( r) T·dx( r) - ---::2 d7 b( 7)2 
dJ.l.... U 0 20- 0 

(5.5) 

ifb(s) is evaluated as b(s) = b[x,y,sj. 
Now the existence of the Radon-Nikodym derivative 

has been assured by condition (5.1), the Rae-Cramer lower 
bound matrix can be constructed. Define a vector of func-
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tionals Vj (x): {x(s')lo.; .. .;. -R, j = 1, ... ,K, where 

a dpx 
v/x) = - log -(x,y,s), j = 1, ... ,K, (S.6) 

arj dPll 

and let the matrix Z be defined as Z = E ' [ vvT 
] • An estima­

tor of the parameter vector y is a functional +eR K, 

tPj: F:-R K, j = 1, ... ,K, whereF:is the sigma algebra of 
events {x(s)}o.; .. .;. with a covariance matrix R = E [+cV] 
- E [+]E [+] T. Using the arguments in Ref. 14 it can now 

be shown that for any collection of functionals 
+ = (tPJo ••• ,tPK) (i.e., any collection of estimators) we have 
that the matrix combination R - AZ-1AT is positive 
definite, or R-AZ-IAT>O. Here A=E'[+vT] 
- E [+]E'[ v] T = E'[+vT] since E'[ v] = O. 

Using (S.6) we find for the matrix elements of the Rao-­
Cramer matrix Z, 

(Z)lk =E[vlvd = ~E,[rd1"~b(1")T~b(1")]' 
u Jo arl ark 

(S.7) 

so that the matrix Z can be expressed in terms of the wave 
function via (2.4a). Indeed, we have 

a a2 

- bj(s) = (1m + Re) --log tI[x,s], (S.8) arj ax, arj 
which can be calculated from the sensitivity equation 

i"!.. (atl ) = _ ~ 11 a¢' + V atl + tI avo (S.9) 
as arj 2m arj arj arj 

If the covariance matrix of an estimator asymptotically 
approaches the inverse of the Rao--Cramer lower bound ma­
trix Z, as time approaches infinity, the estimator is referred 
to as asymptotically efficient. Some conditions necessary for 
asymptotic efficiency are known, 9.10 but no work on this par­
ticular case has been done. 

Though the drift terms in (2Ab) and (2.Sb) may be 
highly nonlinear, we show in Sec. VI that an estimator for 
the parameters exists if the potential V satisfies certain gen­
eral requirements. 

VI. PROOF OF EXISTENCE OF THE PARAMETER 
ESTIMATOR 

In this section we argue that the optimal estimator for 
y(s) in (2.Sa), given a realization of (2.5b) on the interval 
[008], exists if all drift terms in (2.S) are generated by a 
RelIich potential or, more generally, if the total (average) 
energy in the quantal system is finite. We also show the exact 
form for the a posteriori probability density of the parameter 
vector yin (2.4a) given the realization {x(s)}o.; • .;t from 
(2Ab). In Sec. VII it is speculated that a similar analytical 
formula can be derived if (2.4b) is cast in a functional form. 

It was proven by Carlen8 that a (weak) solution to (2.2) 
exists if the potential V in the SchrOdinger equation is of the 
RelIich type. This means that an outcome space, a measure, 
and a sigma algebra exist such that (2.2) holds ifthe poten­
tial V has the following properties. 

(1) As a multiplication operator, the domain of V con­
tains the domain of the operator 11, the Laplacian in R N. 

(2) For some a < 1 and b in R, for all functions I that 
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belong to the domain of 11, we have II VIII <all!11/11 + b II III 
(11'11 is an L 2 norm). Many common potentials are Rellich 
type potentials. For instance, the Coulomb potential is a Rel­
lich potential and in R 3 all square integrable potentials or 
finite potentials are of the RelIich type (see also Sec. VII). 

Via the Kato--RelIich theorem and Stone's theorem, 
Carlen8 established the existence of the Markovian propaga­
tor for the backward equation associated with (2.2) and it 
was also shown that (i) the condition (3.1) holds for the 
drift term (2.3) if tI is generated by a RelIich potential, and 
(ii) a measure Px and a sigma algebra F: exists such that 
x(s) satisfiesEq. (2.2). The process x(s) is a square integra­
ble Markov process with a jointly measurable version. The 
image of the measure under x(s) has the probability density 
p[x,s] = ItI[x,s]i2. 

The existence of the measure Px and the sigma algebra 
F: [i.e., the collection of events generat()d by the process 
x(s)] for RelIich potentials could also have been established 
by relating them to the Wiener measure p., and the sigma 
algebra Fo; [i.e., the collection of events generated by the 
Wiener process w(s)] using Theorem V.I. For RelIich po­
tentials condition (3.1) is satisfied so this theorem implies 
thatthemeasure,ux oftheprocessx(s) in (2.2) is absolutely 
continuous with respect to the measure ,u1l' i.e., ,ux <,u1l' 
whered1)(s') = udw(s'), O<s'<s, consequently they can be 
related via the Radon-Nikodym derivative (S.2). It has 
been shown5 that the stochastic process x(s) does not cross 
the singularities in the drift b [x,s ]. The collection of paths 
that has this property has a positive Wiener measure so the 
sigma algebra F: generated by the process x(s') is a proper 
sub-sigma algebra of F~. 

The conclusions above can be applied to (2.Sa) and 
(2.Sb) so ifthe drift terms b(s) and h(s) are jointly genera­
ted by a RelIich potential it is true that a solution to the 
stochastic differential equations (2.Sa) and (2.5b) exists. 
Condition (3.1) is also satisfied, so from Theorem 3.1 it fol­
lows that the estimator y(s) = E[ y(s) IF:] exists and that 
it satisfies the Fujisaki-Kallianpur-Kunita equation (3.3). 
This remains true for any drift termh(s) in (2.Sb) satisfying 
(3.1). To use the arguments above in order to establish exis­
tence of the estimator of yin (2.4a) it is not enough to re­
quire that b(s) is generated by a RelIich potential. To satisfy 
condition (3.1) we must also require that the a priori prob­
ability density 1T( y') is such that 

E [fdSb(S)2] = fdS J d1T(y')E'[b[x(s),y',s]2] < 00. 

(6.1 ) 

Notice that for Rellich potentials it is true that the integral 
over time in (6.1) exists, but this does not imply that the 
integral over the measure d1T(y') is necessarily finite. It is 
interesting to see that if the drift terms b(s) are generated by 
Rellich potentials for every choice of y we have that condi­
tion (S.I) holds so the Rao--Cramer matrix introduced in 
Sec. V can be constructed. 

By analogy it may be expected that the solution (4.11) 
to the Kushner equation (3.4) provides an explicit form for 
the a posteriori probability density of the parameters y in 
(2.4a), but it is not easy to apply the theorem since its condi-
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tions are difficult to check. II Nonetheless, the next theorem 
shows that to obtain an a posteriori density similar to (4.11) 
no more is required than that the drift term in (2.4b) be 
generated by a Rellich potential for very y and that 1T( y') is 
such that (6.1) holds. For the proof of the theorem we will 
make use of the extended Bayes formula. II 

Theorem VI.2: We assume that the drift 
b(s) = b[X,y',sj is generated by a Rellich potential for all 
y'ER K and that the a priori density is such that (6.1) holds. 
In addition, let the drift depend continuously on y' and let 
F: be the minimal sigma algebra containing all the sigma 
algebras associated with the solutions to (2.4b) for all y'. 
Then we have that for any function g: R K-.R, with 
E[g(y') j =.f d1T(yl)g(y') < 00, 

E [g(y') IF:] = r d1T(y')g(y',x)p(y',r), (6.2) 
JR K 

where 

on [D,t], where r,(b(s») = rs(b[r(s),y',sj) is defined in 
(5.4) and (5.5). 

Let dTJ (s) = a dw(s), O.;;;s,;;;;t, for the Wiener process 
w(s) in (2.4b) and let fl"l be the measure associated with 
TJ (s) andflx(y') be the measure associated with the stochastic 
process that is the solution to (2.4b) for the drift 
b [X(S),y' ,s j. If it is true that 

P[i'd7[b[TJ(T),yl,T]]2< 00] = 1 (6.4 ) 

for all y' so that flxcy') ~fl"l (see Ref. 11) for all y', then 
(6.2) holds with the function p (y' ,r): 

p(y',r) = exp [~ f b (7) Todr(T) 

- 2~ fd7b(7)TOb(7)] 

X {LKd1T(yl) exp [~ fb(T) Todr(7) 

1 r ]}-I - 2~ Jo d7b(7)
To

b(7) (6.5 ) 

with b(7) = b[r(T),y',Tj. 

Proof Let X(y',S) be the solution to (2.4b) for a given 
vector y' ER K, and let x (y') = {x (y' ,S')} o.;;s'.;;s' The process 
x (y' ,s) has a continuous version because it is a square inte­
grable martingale. Let flxcy') and F;CY') be the measure and 
sigma algebra associated with the process x (y') and let 
dTJ(s') = a dw(s'), O';;;S'.;;;S, with ~ = film, where w(s) is 
the standard Wiener process in (2.4b). The continuity of 
x( y',S) also implies that F;CY') is a separable sigma algebra. 
Denote the minimal sigma algebra that contains all the sig­
ma algebras F;CY') by F: and assume that it is complete. 
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Because the drift is continuous in y' and because all algebras 
F;CY') are separable, we find that the F: is also separable. 

Consider the combined process (yl,X(yl,S'»). The out­
come space of the combined process isR K ><C [D,sjN, where 
C [O,s j N is the collection of N-dimensional continuous func­
tions on [D,s j, and the minimal sigma algebra associated 
with this outcome space is given by F(R K) XF:, where 
F( R K) is the Borel algebra of R K and F ~, which is the sigma 
algebra associated with the collection of stochastic processes 
X(y',S). Also, F(R K) XF: is the minimal sigma algebra 
containing all sets A XB, AEF(R K) and BEF:, which is as­
sumed to be complete. The sigma algebra F(R K) XF: is 
separable because F(R K) and F: are separable. The mea­
sure flyr on the algebra is determined if it is defined on all sets 
A X B, since its extension to the whole sigma algebra 
F(R K) XF: is now unambiguous. Let A >~BEF(R K) XF:, 
then we may define 

flyr (A XB) = r d1T(yl)P(X(y')EB) 
JY'EA 

= r d1T(Y') r dflxcy') (r), (6.6) 
)Y'EA JrEB 

where the measure 1T( y') is the initial probability density for 
the parameters YI""'YK' Since for any value of y' the sto­
chastic process x (y' ,s) is associated with a Rellich potential 
we see that (6.1) holds for any b [xC y',S),y',s j. Hence 

P[i'd7 b [x(y',T),y',7j2 < 00 ] = I ( 6.7) 

for all y', which implies thatflx(y') ~fl"l' Equation (6.7) can 
then be written as 

flyr (A XB) = r d1T(Y') r dfl"l (r) dflx(y') (r,s) 
JY'EA JEB dfl"l 

(6.8 ) 

using the Radon-Nikodym derivative (5.2) [replacing x by 
x( y') j. 

From (6.8) we see that the conditional probability den­
sity Q[B,y'j is given by 

[ , 1 d dflxcr') Q B,y j = fl"l (r) -- (r,s). 
rEB dfl"l 

(6.9) 

By construction this conditional probability density is regu­
lar and from (6.9) follows that for all y' ER K, Q [ . ,y'j ~fl"l . 
Applying Lemma 7.4 in Ref. 10 we obtain 

E [g( y') IF:] = (r d1T( y' )g( y') dflxcy'2- (r,s») 
JR K dfl"l 

x(r d1T(y,)dfl x (Y') (r,s»)-l, (6.10) 
JR K dfl"l 

where the Radon-Nikodym derivative is given by (5.2) with 
b(s) = b[r(s),y',sj. The function rs(b(s») is again defined 
by (5.4) and (5.5) so (6.10) now establishes (6.3). 

If, in addition, (6.4) holds thenflxcy') ~fl"l so that the 
function r s (b (s») assumes the form of the integral over its 
argument, which reduces (6.3) to (6.5). Q.E.D. 
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VII. CONCLUSIONS 

In this paper we assumed that the experimental observa­
tions on quanta! systems can be represented as a realization 
of the random variable xes) associated with the probability 
density 1,p[x,sW, where the wave function ,p satisfies the 
SchrOdinger equation. Using stochastic mechanics and some 
results from filtering theory, we established by simple exam­
ples that a realization of this random variable over a contin­
uous period of time can be effectively used to estimate the 
unknown initial momentum for a free particle or the un­
known parameters in a harmonic potential. In the more gen­
eral case that the potential in the Schrodinger equation is a 
Rellich potential for all the possible values of the unknown 
(time independent) parameters, an optimal estimator for 
the unknown parameter can be constructed if the initial esti­
mated average energy is finite. We explicitly calculated the 
analytical form of the a posteriori probability density of the 
parameters in this case using the extended Bayes formula. If 
the state of the system (2.5a) is nondeterministic, the a pos~ 
teriori probability distribution is difficult to construct and 
the Kushner equation is then only analytically soluble if the 
potential is of the type V = ax2 + bx + c with appropriate 
initial conditions. 17 

It would be especially interesting to extend the estima­
tion procedure to scattering phenomena, where only the ini­
tial and final realizations of the stochastic processes can be 
observed. Filtering techniques have been developed for the 
case that the observations can only be measured on a restrict­
ed interval and this can be applied to scattering problems. 
Unfortunately the asymptotic properties of processes de­
scribed by stochastic mechanics are not well understood (for 
some results in this direction see Refs. 5, 8, and 18) and some 
of the notions in scattering theory (for instance, the S ma­
trix) do not translate easily to stochastic processes. 

One of the approximations that has been developed in 
the context of filtering theory is especially useful for the pa­
rameter estimation problem formulated in this paper. The 
inversion of the observational data from (2.4a) and (2.5b) 
depends on the variance 0'. Since this constant is small (it is 
proportional to "Im) the behavior of the estimator in the 
asymptotic limit 0' ..... 0 becomes of interest. This small noise 
approximation is rather well developed in the system litera­
ture,9.19.20 and consequently can be fruitfully applied to pa­
rameter estimation in quanta! systems. 

The proof of Theorem 6.2 in Sec. VI suggests an exten­
sion to the countably infinite dimensional case where the 
entire potential is unknown. The state and observational 
equations then assume the form of the functional analog to 
(2.5a) (c5V(x) = 0), where the drift simply depends on the 
potential b(s) = b[x(s),V,s]. It is necessary to specify in 
what space the potential exists and in view of our previous 
discussion, it would be natural to search for a potential of the 
Rellich type. In R 3 the space of such potentials is well known 
to be L 2 + L 00, i.e., any Rellich potential in R 3 can be writ­
ten as the sum ofafunction inL 2 = {lis dx/2 < oo} and a 
function in L 00 = {/lsupx I II < oo}. To reproduce the 
Bayesian argument of Theorem 6.2 for the finite dimensional 
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case, we have to determine a sigma algebra on the space of 
Rellich potentials to take the place of the Borel algebra 
F(R K) in Theorem 6.2. The a posteriori probability distribu­
tion changes into a measure on the space of Rellich poten­
tials conditional on the sigma algebra F:< I') [i.e., the collec­
tion of events generated by x( V,s'), O<s'<s, for all 
VeL 2 + L 00]. By analogy to Sec. VI, the conditional mea­
sure p, [ V IF!] [F! is now the sigma algebra of events 
x( V) = {xC V,s')}o<s'<" VeL 2 + L CO], can be symbolically 
written as 

dp,[VIF!] =exp[r.(b [r(s),V,s]) 

- ~ f b2 [V,r('T),'T]d'T]dP,[V] 

x{ r exp[r.(b[r(S),v,s]) 
JL2+L~ 

liS ] }-I -2 ob 2[V,r('T),'T]d'T dp,[V] ,(7.1) 

where dp, [ V] is the a priori probability distribution for Vand 
where r.(b(s» is defined in (5.3) and (5.4) with 
b(s) = b[r(s),V,s]. This expression is Bayesian in nature 
and provides the a posteriori probability measure for the 
functional state, conditional on a realization {r(s')lo<s'< •. 
We leave more formal investigations along these lines to fu­
ture research. 
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A method for inverting observations on quantum mechanical systems to obtain estimates of 
unknown parameters residing in the Hamiltonian is presented. The quantal system is 
represented in matrix form with respect to a chosen basis, and it is assumed that the associated 
expansion coefficients are truncated to a finite dimension. The uncontrollable laboratory noise 
will be modeled by means of an inhomogeneous white noise process so that the experimental 
observations are represented as stochastic variables satisfying a stochastic differential equation. 
It will be assumed that measurements obtained from an experiment are now equivalent to a 
realization of these stochastic variables. It is known from filtering theory that the minimum 
variance estimate of the unknown parameters in the quantal model is now given by the 
expectation of the unknowns conditional on this realization. This estimator can be calculated 
analytically from the associated a posteriori probability density if the original quantal system 
does not contain any random elements. This probability density for the unknown matrix 
elements is calculated, and it is demonstrated that for a full Hamiltonian matrix the asymptotic 
variance of the parameter estimator decreases as a third power in time and a fourth power in 
the initial conditions. Some differences with the minimum least-square method are mentioned, 
and a few issues of numerical implementation are discussed. 

I. INTRODUCTION 

Many problems in physics and chemistry require invert­
ing experimental data in order to obtain estimates of un­
known potentials. Most rigorous approaches to inversion 
problems are based on the analytical properties of the wave 
function. These methods effectively assume that the wave 
function is a measurable quantity, which is not the case since 
the wave function determines the amplitude of the particles 
but is not itself an observable. Using filtering theory we de­
velop a new approach for inverting experimental data that 
explicitly allows for the observables to be quadratic forms of 
the wave function, thereby encompassing true measurables. 

Our method is based on a combination of matrix me­
chanics, introduced in Sec. II, and filtering theory, presented 
in Sec. III. Briefly, the time-dependent wave function is first 
expanded in the usual fashion with respect to an appropriate 
basis. The resulting expansion coefficients satisfy a set of 
linear differential equations and depend on unknown initial 
conditions and unknown parameters residing in the Hamil­
tonian matrix. The set of equations for the quantal system is 
usually infinite, but we consider only a finite subset in keep­
ing with most practical procedures for solution. The experi­
mental measurements are proportional to the weighted qua­
dratic combinations of the expansion coefficients and are 
often influenced by additional physical processes that are 
not explicitly included in the model. These extraneous ef­
fects may be modeled by means of an additive white noise 
process so that the experimental observations become a sto-

aj Current address: Department of Applied Mathematics, Twente Universi­
ty of Technology, Enschede, The Netherlands. 

chastic variable. Our assumption will be that a particular 
measurement on the quantal system is given by a realization 
of this stochastic variable. 

It is well known in filtering theory that the minimum 
variance estimator for the unknown parameters and initial 
conditions from the available information is given by the a 
posteriori mean of the unknown quantities conditional on 
this realization. 1-4 The optimal estimate, also referred to as a 
filter, satisfies a stochastic integral equation3

-
5 and the a pos­

teriori probability distribution necessary to calculate the 
conditional mean satisfies a stochastic partial differential 
equation known as the Kushner equation. I

-
7 The latter 

equation can be solved analytically if the equations for the 
quantal system are entirely deterministic. 

Under appropriate circumstances, the covariance ma­
trix of an estimator asymptotically approaches the inverse of 
the Rao-Cramer lower bound introduced in Sec. 111. 1,4 We 
show that if the equation for the expansion coefficients is 
deterministic this matrix can be obtained from the sensitivity 
equations of the quantal model. In Sec. IV the filtering meth­
od is used to construct the estimator for the unknown pa­
rameters in the Hamiltonian matrix and we obtain informa­
tion on the asymptotic variance of this estimator from the 
associated Rao-Cramer lower bound matrix. Finally, in Sec. 
V the paper is summarized and the conclusions are present­
ed. 

This approach is different from the parameter estima­
tion method developed in Ref. 8 using stochastic mechanics, 
though both approaches use filtering methods. Here we as­
sumed that the measurement is proportional to the quantum 
mechanical expectation and an inhomogeneous white noise 
process modeling the experimental error. If the variance of 
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this stochastic.process approaches zero the observation will 
reduce to the quantum mechanical expectation, which is not 
the case in Ref. 8. There the only source of error was the 
noise term prescribed by stochastic mechanics with a vari­
ance proportional to Planck's constant. If that inhomogen­
eous noise term were to vanish, the observations would re­
duce to exact measurements on a Newtonian system. The 
various expressions in these two papers must therefore carry 
a different interpretation. 

Section II introduces the assumptions on the quantal 
system and the experimental observations that allow the esti­
mation of the residing unknown parameters to be represent­
ed as a filtering problem. 

II. THE QUANTUM MECHANICAL SYSTEM 
The quantal system will be represented in matrix form 

where the expansion vector yes) is truncated to the finite 
dimension L, while the experimental observations are as­
sumed to satisfy a stochastic differential equation. The un­
known parameters in the Hamiltonian matrix and the initial 
conditions for the expansion coefficients must then be esti­
mated from a realization of this stochastic variable. The 
method below can be generalized to infinite dimensional sys­
tems, but the estimation problem is more manageable if the 
basis set is finite. 

Hence the expansion vector v(s) RL satisfies the follow­
ing equation: 

ili,~v(s) = Hv(s) , (2.1) 
ds 

where elements of the vector yes) are the projection of the 
wave function t/I, (v); = (t/l;It/I), i = 1, ... ,L, with t/lJ, 
j = 1, ... ,£, being members of an orthonormal basis se!-. The 
Hamiltonian matrix H is related to the operator H via 

A 

(H)ij = (t/l; IH It/lJ)' iJ = 1, ... ,£. At best only limited infor-
mation is assumed to be available on the potential, therefore 
some or all of the matrix elements of the matrix H are un­
known. The Hamiltonian matrix includes alI relevant phys­
ical effects, except those arising due to uncontrollable labo­
ratory measurement processes. 

We further assume that the observations z(s)eRM on 
the system with the variables yes) are given by the usual sum 
of the weighted squares of the expansion coefficients 
VI (s), ... ,VL (s) plus laboratory noise that has been modeled 
by means of a Wiener process. The random terms incorpo­
rate alI the physical processes that influence the experimen­
tal observations z(s) which are not included in the model 
(2.1). As a result of this assumption the experimental obser­
vations z (s) satisfy an M dimensional stochastic differential 
equation 

dz(s) = G(s)ds + P dWI (s) , (2.2) 

where (G(S»k = ~tj= I [OkijV; (s)vj(s)], k = 1, ... ,M, with 
WI (s) being an M dimensional Wiener process. The matrix 
elements 0kij' i,j = 1, ... ,£, k = 1, ... ,M, prescribe the rela­
tion between the k th observation and elements of the vector 
yes), while elements of the matrix P indicate the magnitude 
of the stochastic fluctuations. Typically, the matrices 0kij 
are symmetric in the indices i andj for all k = 1, ... ,M, so that 
the function G(s) in (2.2) is real (this is the case assumed 
here). 
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The unknowns in the system are the initial conditions of 
the expansion coefficients yeO) in (2.1) and a vector of un­
known parameters a = (al, ... ,aK) in the Hamiltonian ma­
trix. Casting Eq. (2.1) in terms of real variables, writing 
yes) = v(s)(1) + iV(S)(2), v(s)(1)eRL , V(S)(2)eRL , and defin­
ing V'(S)T = (V(S)(I)T, V(S)(2)T, aT), the vector v'(s) can 
be easily shown to satisfy 

~ v'(s) = H'(a)v'(s) = H'(v'(s»)v'(s) , (2.3) 
ds 

where 

H'(a) =..!.[ - ~(a) 
Ii, 0 

H(a) 

o 
o 

(2.4) 

Notice that the matrix H' only depends on the last K vari­
ables of v'(s), which cOincide with the parameters. Equa­
tions (2.3) and (2.2) are usually referred to as state and 
observational equations, where v' (s) is the unknown state 
and where z(s) incorporates the observational data. The 
main assumption of our paper is that an experimental obser­
vation on the quantal system over a time s is equivalent to a 
realization of the random variables z(s') on the interval 
[0, s] and an application of the filtering methods below will 
yield an estimate for the initial conditions of the state 
v'(O) = () given this realization. As a result, this procedure 
yields an estimator for all initial conditions ()I" •• '() 2L and the 
unknown parameters ()2L + I '.··'()2L + K in the Hamiltonian 
matrix. 

It is possible that the state v' (s) in (2.3) is influenced by 
additional physical processes that affect the potential in the 
Hamiltonian matrix H or influence the vector yes) in (2.1) 
(e.g., the system could be subject to external fluctuations, 
etc. ). These processes are not part of the nominal equations, 
and in an effort to model this we assume that Eq. (2.3) is 
perturbed by another Wiener process W2 (s). In that case, the 
state and observational equations (2.3) and (2.2) change 
into the following stochastic differential equations: 

dv'(s) = H'(v'(s»)v'(s)ds + Q(v'(S»)dW2(S) , 

dz(s) = G(s)ds + P dWI (s) , 

(2.5a) 

(2.5b) 

where WI (s) and W2(S) are independent Wiener processes of 
appropriate dimension. The magnitude of the fluctuations 
that perturb the state v' (s) is given by the matrix Q, which in 
most physical cases depends on the expansion coefficients. 
For instance, if the potential contains random elements, Q 
depends linearly on the state v'(s). 

Section III briefly summarizes the basic filtering theo­
rems necessary to find an estimator for the unknown initial 
condition v' (0) given a realization of the stochastic variable 
z(s) satisfying (2.5b). 

III. STOCHASTIC FILTERING THEORY 

It is well known from filtering theory that the minimum 
variance estimate of the state v' (0) in (2.5a) given the real~ 
ization As = {z(s)}o<s'<s' where z(s) satisfies (2.5b), is 
equivalent to the mean of v' (0) conditional on the realiza­
tion As. 3,4 The a posteriori probability density necessary to 
calculate the optimal estimator satisfies a stochastic partial 
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differential equation known as the Kushner equation, which 
can be easily solved if the state equation (2.5a) does not 
contain noise (i.e., ifQ = 0).1,4 We also introduce the RaG­
Cramer lower bound matrix, which wiII be used to describe 
the asymptotic behavior of the covariance matrix of this pa­
rameter estimator. If Eq. (2.5a) is deterministic, the Rao­
Cramer matrix can be obtained from the sensitivity equa­
tions of (2.1). 

The optimal estimator for the initial conditions v' (0) 

given the realization As {z(s)}o<s'<s is the functional4>s 
of As that minimizes the variance of the difference 
Ll = Tr E[(v'(O) - \fIs)(v'CO) - \fIs(l and is given by 
4>s = E[ v'(O) lAs]' 1--4 Here Tr denotes the matrix trace op­
eration and E is the expectation over all random processes. 
The estimator is often referred to as a filter and may be ex­
pressed as 4>s = f dx xP [xIAs], wherep[xlAs ] is the a pos­
teriori probability density of the state v (0) conditional on the 
realization A,. Under the reasonable condition 

LdSE[F(s)2] <00, LdSE[G(S)2]<00, C3.1) 

and some additional requirements on the drift functions, it 
can be shown 1.2,4.

7 that the density p [x IA s] satisfies the 
Kushner equation 

dp[xIAs] 

=p[xIAs][(G(s) -E [G(s)IAs]fU I(dz(s) 

- E [G(s) lAs ]ds)], (3.2) 

where U = PPT. This equation has to be interpreted in the 
sense of Ito and contains implicit terms like E[ G(s) lA, 1. 

There are a number of occasions in which the solution 
for (3.2) can be obtained analytically. For instance, if the 
functions G(s) and FCs) in (2.5a) are, respectively, linearin 
the variables v' (s) and z(s), an explicit solution for the esti­
mator can be found. 3,4,7.9 Equation (3.2) can also be solved if 
the matrix Q in (2.5a) becomes zero. In that case the a pos­
teriori probability density for the state Vi (0) = () given the 
realization As from the solution to Eq. (2.5b) is given by 

x A _ qs [xJ 
p( Is] - f dx qs [x] (3.3 ) 

where qs [xl satisfies the equation dqs [xl 
=qs[X}G(S)TU- 1 dz(s) and is usually referred to as the 
unnormalized probability function. 1,4 The initial condition 
for this equation, qo [x], is the probability density containing 
the initial information on the parameters 9. Solving the 
equation for the unnormalized density yields 

qs[x] qs[x(o)]exp(f -+G(T»)TU-1G(T)dr 

+(G(r)(U Idz(T)] , 

where 

dX( T) 
H'[X(T)] , (3.4 ) 

dT 

G(s) = G[X(s)] with the final conditions Xes) = x. The 
integral must be evaluated in the sense of Stratonovich. 

The RaG-Cramer inequality yields a lower bound that 
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gives information on the asymptotic behavior of the covar­
iance matrix of an estimatorl

•
4 and can be found as follows. 

Let dl1 (s) = P dw I (s) and assume that P'l and pz are the 
respective measures of the stochastic processes 1) (s) and 
z(s). The latter process depends on 6 via the observational 
function G(s). Consequently, the Radon-Nikodym deriva­
tive4 of the measurepz, with respect to the measurep1)' also 
depends on 6 and will be denoted res, 6). Its existence is 
assured by (3.1).4 Consequently, the set of functionals vj , 

j = 1, ... ,2L + K, 

Vj ~{log r(s,6)}, (3.5) 
aOj 

is well defined and has a covariance matrix 2 = E '[ vv T ], 

where the expectation E I is solely over the stochastic variable 
{z(s')}o<s'<s (the matrix 2 therefore depends on 6). Let 
A = E' [<I»v T

] - E[ <l»T]E' [v T
] = E' [<I»vT ]; then, forany 

estimator <1»5: {z(s')h<s'<S -R 2L + K of the parameter vec­
tor 6 with covariance matrix R = E[ <1»<1» T] - E[ <I» ] E[ <I» ] T, 
we have that the matrix combination R - A (2) 1 A T is 
positive definite or R A( 2) -I A T ;;.0. From this point on 
we shall assume that under the present conditions as time 
increases to infinity, the estimators become unbiased (A - I) 
and the covariance matrix R asymptotically approaches the 
inverse of the RaG-Cramer lower bound matrix 2- 1

• Some 
of the conditions necessary for this asymptotic behavior are 
known 1,4,8 but more work on the general case still needs to be 
done. For the proof of this version of the RaG-Cramer bound 
see Ref. 8. 

There is an interesting consequence of this inequality. If 
Eq. (2.5a) is deterministic, i.e., if Q 0 then the Rao­
Cramer lower bound for the estimator of the initial condi­
tions reduces to 

2 _ ~ - liS , aGa (s') aGb (s') 
( )pk - L U ab ds ------

a,b~ 1 0 aep aek 

M is J aG (s') 
= I U ab 1 ds' I a I 

a,b~ 1 0 p,k~ 1 avp 

aGb (s') avp aVk 
X --, (3.6) 

aVk aep aek 
where U 1 is the inverse of the matrix U = pTp. The partial 
derivatives of the expansion coefficients with respect to () can 
be obtained from the sensitivity equations of (2.1). 

Section IV uses the filter and the Rao-Cramer lower 
bound matrix to find analytical information on the estimator 
of the initial conditions and unknown parameters in a deter­
ministic quanta1 model. 

IV. APPLICATIONS AND EXAMPLES 

Using (3.3) and (3.4) we can derive the analyticalform 
for the estimator of the parameters v'(O) = 9in (2.5a) given 
a realization {z(s)h<s'<s' where z(s) is the observational 
vector defined in (2.5b). We obtain the estimator in the case 
that the time-independent Hamiltonian matrix is diagonal 
and we calculate the RaG-Cramer lower bound matrix for 
the full Hamiltonian. 

Let P = yl and partition the vector Xes) = (Xl (s), 
X 2 (s), X3 (s»), XI (s),X2 (s)ERL

, and X](S)ERK. Substitut-
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ing the observational function G(s) into the expression for the unnormalized probability density, we find that 

q.[x] =qo[X(o)]exp [ - 2~ k~l'~1 °kU[(XI(T)lt(XI(T»)j + (X2 (T»),(X2 (T»)j] r dT 

+ ~ k~1 L~I OkU [(Xl (T)lt(XI (T»j + (X2(T)lt(X2(Tn ]dZk(T)]] , (4.1) 

where 

d 
dT X(T) = H'(X(-r»)X(T) = H'(Xj(T»)X(T), (4.2) 

with t~e. final ~nditions Xes) = (XI (s),X2 (S),X3 (s») = (XI,X2'X3) = X, xuX2eRL, and x3eRK
• Here q [x] is the initial 

probability denSity. 0 

Equation (4.2) can be solved to yield 

[ 

COS[H(X(3»(T-S)/Ii] sin[H(x(3»(T-s)/Ii] 0] [X] 

X(r) = - sin [H(.-;)(r - ,)i~l COS[H(.U)~(r -')/~l ~ :: • (4.3) 

which determines the functions XI (T), X2( T), and X3( T) in 
(4.1). The a posteriori distribution for 6, p[xIA.], 
xeR 2L+K, conditional on therealizationA. = {z(s')}o<:s'<:" 
can subsequently be obtained from (4.1) and (3.3). The 
construction shows that the probability density q. [xl must 
be evaluated for every point xeR 2L + K, which means that the 
characteristic functions Xl (T) and X2( T) have to be calcu­
lated for every final condition x. If the Hamiltonian matrix 
con~s many expansion coefficients or many unknown pa­
rameters so that K or L become large, then a large amount of 
computer memory will be required. To reduce the necessary 
parameter space, it is possible to derive the marginal distri­
bution for the unknown parameters in the Hamiltonian m~­
trix by integratingp [xIA. lover the first two sets of variables 
and normalizing the resulting distribution with respect to 
the remaining variables X(3). In most applications the number 
of parameters in the potential is usually small. 

If the noise term in the state v' (s) in (2.5a) is nonzero a . .' 
Simple solution such as the one above cannot be readily ob-
tained, but many analytical results for estimation on a noisy 
state can be found in Refs. 1,4,9, and to. In addition, many 
numerical algorithms and approximations have been devel­
oped for this case and can be brought to bear on the estima­
tion problem above. 

As an example, let us assume that H is a diagonal matrix, 
H = A, where (A)iI = 8Uaj, i,j = 1, ... ,L, so that the un­
known parameters are the diagonal matrix elements aj, 
j = 1, ... ,L, and theU initialconditionsv(O)(l), V(O)(2). From 
(4.3) we see that the functions Xt(T), X2(T), and X3(T) 
become 

(4.4) 
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r 

The unnormalized distribution is consequently a density in 
second and fourth powers of the variable x(l) X(2) while the 

. bi (3) , , 
vana es x appear as arguments of trigonometric func-
tions. This density is subsequently substituted into (3.3) to 
find the a posteriori probability distribution for 6. Although 
this example is quite simple, it serves to illustrate the basic 
principles; a fully coupled Hamiltonian matrix would re­
quite numerical analysis. 

It is difficUlt to analytically reduce this distribution but 
it is po~sible to obtain information on the asymptotic behav­
ior of the assocjated estimator via the Rao-Cramer lower 
bound introduced in the Sec. III. In the present case the 
matrix is given by (3.6), where 

(a: G(S») =.± Okij[Re(~V;(s»)v,(S)]. 
p k I,}= I afJp 

(4.5) 

Suppose for the moment that the tensor Okij is a diagonal 
matrix for all k, then (3.6) and (4.5) show that the diagonal 
elements of the matrix Z become 

(4.6) 

because lv, (T) 12, i = 1, ... ,L, is a conserved quantity. Hence 
no information on the parameter can be derived from the 
observations ifboth the Hamiltonian matrix is diagonal and 
if the matrices Okij are diagonal for every k = 1, ... ,M. 

Consider now an example where the elements OkU are 
diagonalexceptfortheelementsOkij,i=k' -l,k',k' + 1, 
j= k' - 1, k', k' + 1. Then we find 
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+ A~ (S d7 f [;:i:::: Okij{Re[vi(~))vj(O)7exp(i7(ai -aj )]] (DiP _Djp)}]2 
r Jo k = 1 I = k - 1 

j=k'-I 
i¥j 

S3 i.j=k'+ 1 ::::; 6r i.j=~-I (Okij{(OA)2 + (OL +i OL+j)2}f + [Okij{(Oi OL+j)2 - (OL+i Oj)2}]2" (4.7) 

i¥j 

k= I •...• M 

so that the rate at which the information is gained is propor­
tional to the fourth power of the initial conditions and is 
cubic in time, The rate with which information is gained on 
the parameters a does not depend on the value of the param­
eters, but only on the initial expansion coefficients 01', .. ,0 2L 
and on the off-diagonal elements of the matrices 
0kij' k = 1, ... ,M. It is easy to see that this is also true if all the 
0kij are nonzero as long as H is a diagonal matrix. The off­
diagonal matrix elements of the lower bound matrix Z in this 
example are not necessarily small, so that the variance is not 
proportional to the inverse of the diagonal elements but the 
exact matrix elements can be easily calculated. 

In the more general case where H is a full matrix we 
determine the matrix Z as follows. Introduce matrices Ok, 

k = 1, ... ,M, such that (Ok)ij = 0kij for all k,i,j. Then from 
(4.5) we have for all p = 1, ... ,2L + K, 

~(G(s)k =~(VTOkV*). (4.8) aop aop 

Let Sj' j = 1, ... ,L, be the eigenvectors of H and let rJj, 
j = 1, ... ,L, be the corresponding eigenvalues. Since H is real 
and symmetric the eigenvalues are real. The solution to 
(2.1 ) can be written as 

L 

yes) = L cj exp(irJjs)Sj , ( 4.9) 
j= 1 

where the constants cj are such that I.f= 1 CjSj = yeO). 

Hence 

r M [L L a 
(Z)pq = Jo d7k4::1 j~1 )'4::1 aop 

x [cjcj' exp[i(rJj -rJ/)7] (S[OkSJ')] 
L L a . L L -[ CrCr' exp[i(rJr - rJr' )7] 

r= 1 r' = 1 aOq 

X(5;OkS~)]]. (4.10) 

Using only the dominant terms we see that as time becomes 
large, 

is j.j'=1 { 22 a 
(Z)pq = d7 L rCjCjl --(rJj - rJ)') 

o j.j' = 1 aop 
k= I ..... M 

. a:
p 

(rJj -rJ/)(SjOkS/)2}, (4.11 ) 

so that in the general case the matrix Z is proportional to the 
fourth power in the initial conditions and the third power in 
time. Since the behavior of the covariance matrix of the esti-
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mates is inversely proportional to the matrix in (4.11), we 
conclude that for the full Hamiltonian, the variance of the 
parameter estimates is inversely proportional to the third pow­
er of the time and the fourth power of the initial conditions. 

v. CONCLUSIONS AND SUMMARY 

This paper proposes to invert experimental data of 
quantum systems by first representing the observations as a 
realization of a stochastic variable whose stochastic charac­
teristics incorporate laboratory uncertainties and then ap­
plying filtering theory to estimate the unknown parameters 
from this realization. The drift term in the observational 
equations was bilinear in the expansion coefficients to in­
clude real measurables. The minimum variance estimator 
for the parameters was calculated analytically for the case 
that no noise in the quantal system was present while the 
associated Rao-Cramer lower bound showed that informa­
tion on the parameters was gained as a third power in time 
and a fourth power in the initial conditions. 

The examples in Sec. III showed that the a posteriori 
probability distribution requires calculations involving the 
complete variable space whose dimension is twice the num­
ber of expansion coefficients plus the number of unknown 
parameters. The total number of points necessary to estab­
lish a probability distribution numerically obeys a power law 
in the number of parameters, so approximation methods or 
efficient computer storage techniques will become necessary 
in the case of a large system. It is advantageous to restrict the 
calculations as much as possible to a marginal distribution of 
the parameters in the Hamiltonian, and in many practical 
problems the potential does not contain many unknowns. 

The random element introduced in the model equations 
(2.5a) can occur in many different ways. Random fluctu­
ations in macroscopic systems can be combined with quan­
tum mechanical systems 1 \ for instance, the potential may 
contain a random term. In addition, there exists a relation­
ship between ergodic theory and quantal systems that intro­
duces stochasticity.12 

In the inversion of the observational data the estimation 
process depends on the variance of the fluctuations r. In 
many applications this constant may be sufficiently small so 
that the behavior of the estimator in the asymptotic limit 
r -+ a becomes of interest. This small noise approximation is 
rather well developed in the systems literature l

,13,14 and con­
sequently can be fruitfully applied to parameter estimation 
in quantal systems. 

An issue we left aside here is the estimation of the noise 
level, which so far was assumed to be known. Several algor-
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ithms have been proposed to estimate the noise level concur­
rently with the estimation of the state. 1 Such adaptive tech­
niques have been developed in system theory and can be 
applied to the parameter estimation problem in Sec. II. 

The technique suggested in this paper has certain advan­
tages over the more conventional method of minimum least­
squares fitting. In addition to the fact that it avoids the usual 
problem of finding the absolute minimum via a searching 
method, it also espouses a special philosophy that encour­
ages one to think in a different way about the model-experi­
ment situation. For instance, in the stochastic estimation 
setting one does not have to be restricted to Gaussian noise 
since filtering methods have been developed for Ornstein­
Uhlenbeck processes, Poisson processes, and some other sto­
chastic processes. This representation also enables the test­
ing of models4 using likelihood ratios and can be fruitfully 
used in the quantum mechanical setting to de.tennine 
whether or not the current model needs to be amended. Fur­
thermore, designing an optimal experiment is equivaient to 
the optimization of an observational function in order to 
maximize the $ain in information, and this has been devel­
oped especially in the area of communication theory. 4 Final­
ly, it should be added that a considerable number of approxi­
mation techniques have resulted from the filtering 
philosophy and are abundant in the literature. 

One central simplification in our arguments relied on 
the Hamiltonian matrix H and the observational vector be­
ing of finite dimension. For the general case where both are 
infinite dimensional, it is easier to rewrite the problem in 
terms of the wave function in the Schrodinger equation and 
assume that the measurements are proportional to the 
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weighted square of the wave function perturbed by a Wiener 
process. Although filtering methods for such distributed pa­
rameter systems have been developed, the details are more 
involved and will be left to future research. 
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The energy eigenvalues for the Hulthen, Yukawa, and exponential-cosine screened Coulomb 
potentials are calculated in the 1/ N expansion. States with up to three nodes in the wave 
functions are considered. We obtain the perturbative results up to the order of A 8, where A is 
the screening parameter. 

I. INTRODUCTION 

The 1/ N expansion, 1-3 where N is the number of spatial 
dimensions, is a powerful tool in solving the Schrodinger 
equation for spherically symmetric potentials. Its non per­
turbative character (in the sense that is not an expansion in a 
coupling constant) and the simple algebraic recursive com­
putations involved are definite advantages. Furthermore, 
approximate analytic expressions for the wave functions can 
also be obtained along with the energy eigenvalues within 
the same calculational procedure. 

Several investigations4
-

9 of some common potentials 
have been carried out with the 1/ N expansion technique, and 
remarkably accurate results are obtained. It has also been 
pointed out that a shift in the natural expansion parameter 
k = N + 2/, where 1 is the eigenvalue of the N-dimensional 
orbital angular momentum, can be exploited to yield simple 
analytic expressions and improved convergence for the ener­
gy eigenvalues. 5

•
6 

In this paper, we present a detailed study of a class of 
screened Coulomb potentials lO within the framework of the 
1/ N expansion. The method used is a variant of the standard 
1/ N expansion, 1 and, when implemented in an algebraic ma­
nipulation program, provides an extremely simple way of 
computing the perturbative approximation to the energy 
eigenvalues and wave functions. States with up to three 
nodes in the wave function are considered, although only the 
energy eigenvalues are presented here. 

In Sec. II, we briefly review the 1/ N expansion for 
spherically symmetric potentials. Formulation for states 
with m nodes in the wave function is given in Sec. III. Our 
modified expansion for the case of screened Coulomb poten­
tials are pointed out in Sec. IV. We then discuss in Sec. V 
results for the Hulthen, Yukawa, and exponential-cosine 
screened Coulomb (ECSC) potentials. Finally we present 
the conclusions in Sec. VI. 

The computations presented here were carried out using 
the algebraic manipulation program REDUCE 1 1 running on 
an IBM 3081-KX2 computer. 

a) On leave from Department of Physics, National University of Singapore, 
Kent Ridge, Singapore 0511, Republic of Singapore. 

II. THE 11NEXPANSION FOR THE NODE LESS STATES 
OF A SPHERICALLY SYMMETRIC POTENTIAL 

The radial Schrodinger equation for a spherically sym­
metric potential in N spatial dimensions is (we use units such 
that fz = c = m = 1) 

{ _ ~(~ + N - 1 !!..-) + IU + N - 2) + VN(r)}l/J(r) 
2 dr r dr 2r 

= El/J(r) , (2.1) 

where VN (r) is the N-dimensional potential. Setting 

¢(r) = r(N~ 1)!2l/J(r) , (2.2) 

we have 

1 d 2 2[ 1 ( 1 - .6.)( 3 - .6.) A ] ---+k - 1--- 1--- + VCr) ¢(r) 
2 dr 8r k k 

= E¢(r) , 

where 

k=N + 2/-.6., Vcr) = VN (r)lk 2, 

(2.3 ) 

and .6. is a suitable shift, which will be discussed later. In the 
large k limit, the energy eigenvalue can be approximated by 

k21'(~2)=k2(1/8ti + V(ro») ' (2.4) 

where ro is the minimum of the effective potential 

1/8r + Vcr) . 

Defining now 

v(r)=k2[8~(1- 1~.6.) 

X(1- 3~.6. )+V(r)] _k2E(~2), 

1'=E-k21'(~2), x=r-ro , 

we write the wave function in the form 

¢(r) =eU(X). (2.5) 

Equation (2.3) then becomes 

-HU"(x) + U'(x)U'(x)] + Vex) -1'=0. (2.6) 

The prime denotes differentiation with respect to x. We then 
substitute the expansions 

00 

U'(x) = I u(n)(x)k ~n, (2.7) 
n = -1 
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co 

Vex) = L v{lI)(x)k -n, (2.8) 
n= -2 

E= f E(n)k- n (2.9) 
n= -I 

in (2.6) and demand that the equation be satisfied order by 
order in k. The following recursive algebraic equations are 
obtained: 

and 

(2.10) 
U(-I)(X)U(O)(X) + E( -I) - V(-lI + !u(-lI,(X) = 0, 

(2.11) 

U(-I)(X)u(n+l)(x) +E(n) _p(n)(x) =0, 

p (n) (x) EV(n) (x) 

(2.12) 

- .!.[u<n)·(x) + i u(j)(x)u<n-i)(x)] , 
2 i=O 

n = 0,1,2,... . (2.13) 

Each of these equations can be solved consecutively to obtain 

u(-ll(x) = -~2v( 21(x), (2.14) 

E(-I) = v(-ll(O) - !u(-lI,(O) , (2.1S) 

u(O)(x) = (v(-ll(x) - !u(-I),(O) - E(-I))/u(-ll(x) , 

(2.16) 

and 

E(n) =p(n)(o), (2.17) 

u(n+l)(x) = (p(n)(x) -E(n»)/u(-I)(x), (2.18) 

forn = 0,1,2, .... With the choice a = 0, and for v( .. ) (x) = 0, 
n> 1, the scheme of Mlodinow and Shatz l is recovered. An­
other scheme'·6 is to choose a such that E (-I) vanishes, and 
hopefully the energy eigenvalue series· will then have im­
proved convergence. The physical results are obtained upon 
setting N = 3 in the energy and wave-function series. 

III. FORMULATION FOR STATES WITHmNODES IN THE 
WAVE FUNCTIONS 

For states with m nodes in the wave function, we write 
explicitly 

t/lm(x) =lm(x)eUm(X), (3.1) 

where/m (x) is a polynomial of degree m. Substituting this 
into the SchrOdinger equation gives 

1m (x){V(x) -HU:(x) + (U:"(X»)2] -Em} 

- I:" (x)U:" (x) - !/: (x) = O. (3.2) 

We then make the following 11k expansions: 

Vex) = f v(n)(x)k -n, (3.3) 
n= -2 

E = ~ E (n)k- n 
m ~ m , (3.4) 

n= -I 

co 

u:" (x) = L Um (n)(x)k -n, (3.S) 
n= -I 

and 
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I~(x) =xm+ f 1m (")(x)k -n, 
n=1 

where 
m-I 

1m (,,)(X) = L am,/")xi , n>l. 
i=O 

Looking at Eq. (3.2) order by order 11k, we find 

Um (-I)(X)Um <-I)(x) - 2V<-2)(~) = 0, 

+ mxm-Ium <-I)(x) = 0, 

and for n = 0,1,2, ... , 

xm[ Um (-I)(X)Um (n+ I)(x) + Em (n) - Pm (n)(x)] 

n+1 
- Lim (j)(x) [Qm (n-i)(x) - Em (n- i )] 

i=1 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

n+1 1 
+ L 1m (i)' (X)Um (n -i) (X) + -21m ( .. )" (x) = 0, 

i-O 
(3.10) 

where 

Pm (n) (x) = v(") (x) - ! [um ( .. ), (x) 

+ ito Um (i)(X)Um (n-i)(x)] , (3.11) 

Qm (n)(x) = Pm (")(x) - Um <-I)(x)Um ( .. + I)(X) • 

(3.12) 

The equations are again solved consecutively. We shall dem­
onstrate the solution for the first few orders. From Eq. (3.8) 
we have 

Um <-I)(x) = - ~2il 21(X) , (3.13) 

and since Um <-1)(0) = 0, we can differentiate Eq. (3.9) once 
with respect to x and evaluate at x = 0 to obtain 

Em <-I) = v(-I)(O) - (m + !)Um (-1)'(0) . (3.14) 

We then have 

D (-1)( ) <-1)( ) 
U (O)(x) = X m X - mUm x 

m XUm (-I)(x) 
(3.1S) 

where 

Dm(-I)(x) EV(-ll(X) -!um(-I),(x) -Em(-I). (3.16) 

Notice that although Um (-ll(x) vanishes at x = 0, the 
expression for Um (0) (x) is actually regular at x = O. 

To the k 0 order, we have 

xm[ um (-I)(x)um (I)(x) + Em (0) - Pm (0)] 

- 1m (I) (x) [Qm (-ll(x) - Em (-I)] + mxm-Ium (O)(x) 

-/m(l)'(x)um(-I)(x) -!m(m-1)xm- 2 =0. 

(3.17) 

Evaluating at x = 0 gives 

0(1) _ 8ml U m (0)(0) + 8m2 
m,0 - mum(-I),(O) (3.18) 

where 8m .. is the Kronecker delta. l)ijf'erentiating the equa­
tion with respect to x I times and evaluating at x = 0 allow 
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a~3 to be determined. Oncef~l) (x) is constructed, the only 
remaining unknown function in the equation is Urn (J)(x), 

which can then be solved. The same procedure of solution 
can then be applied to the next order in 11k. 

IV. THE SCREENED COULOMB POTENTIALS 

For the class of screened Coulomb potentials under con­
sideration (the Hulthen, Yukawa, and exponential-cosine 
screened potentials), we have the power series expansion 

z "" 
VCr) = - - 2: ~ (Ar)j , 

r j 0 

(4.1 ) 

where A is the screening parameter. Scaling the variables Z 
and A, 

Z=k 2Z/4, A Xlk2, (4.2) 

we then have the modified potential in N dimensions, 
00 

VN(r) = 2: v(n)(r)k -n, (4.3) 
n = 2 

where 

v(-2)(r) = - iZ Ir, (4.4 ) 

v(2j)(r) = Tf(2
j)Z},J+ Irj, j=O,1,2, ... , (4.5) 

with Tf(2
j

) being constants. The effective potential in the 
large k limit in this case is 1/8? - Z 14r, and the minimum 
occurs at ro = Z I. The general potential (2.8) can then be 
constructed and the energy eigenvalues and wave functions 
obtained throughEqs. (2.14)-(2.17) on Eqs. (3.8)-(3.10). 

It is obvious from the above discussions that in the pres­
ent scheme the screened Coulomb potentials are all taken to 
be approximated by the Coulomb potential in the large k 
limit. The screening effects are then computed as higher­
order corrections in the 1/k expansion. The advantages are 
the explicit and simple expressions can be obtained for the 
minimum position ro and the function u(-1l(x), which is the 
starting point of the recursive calculational procedure. The 
price that has to be paid is that only perturbative results are 
obtained. 

We perform the general computations using the alge­
braic manipulation program REDUCE II and results for the 
individual cases are obtained by assigning appropriate nu­
merical values to the ~'s in (4.1). As a check of our pro­
gram and to verify that the standard 1/ N expansion is intrin­
sically nonperturbative, we calculate the energy eigenvalues 
and the associated wave functions for the limiting Coulomb 
case using the same REDUCE program and setting the screen­
ing parameter A to zero. We find, for N = 3, 

Em = I Em (j)k -j, (4.6) 
j= -2 

where m is the number of nodes in the wave function, and 

Em (j) = - ~Z2( - l)j(j + 3)(A - 1 + 2m)j+2, 
(4.7) 

for O.;;;j.;;;25. We believe that (4.7) will continue to hold for 
j> 25. Writing Sm - (A - 1 + 2m)lk, we then have 

Em = -~Z2k2I (j+ l)(Sm)j, 
8 j=O 

(4.8) 

which, for Is 1< 1, is 
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Em = _iZ2k2[1/0-S)2] 

..... - Z 2/2(m + 1 + 1)2 = - Z 2/2n 2
, (4.9) 

N_3 

which are the exact expressions for the energy eigenvalues 
for the Coulomb potential, with n = (m + I + 1) being the 
principal quantum number. This result is independent of the 
choice of the shift parameter A. Of course, with 
Am = 1 - 2m, the energy eigenvalues are then given simply 
by 

Em = ]j;(-2)k 2 - ~Z2(N + 21 + 2m - 1)2 

..... _!Z 2/(m+l+l)2= _Z2/2n2, 
N_3 

(4.10) 

as expected. 
Apart from the normalization factor, exact r depen­

dence of the reduced radial wave functions, rRnl (r), is also 
reproduced in the calculation. Explicitly, we find for Z = 1, 
Am = 1 - 2m, and N = 3, 

Um=o(x)= xln+nln[(x-n2)/n2], (4.11) 

Um=I(X) = (x+n) 

X{ xln+(n-l)ln[(x+n2)ln2]}, 
(4.12) 

Um = 2 (x) = ~(2x2 + 6nx - n3 + 6n2) 

X{ xln + (n - 2)ln[ (x - n2)ln2]) , 

(4.13) 

Um =3 (x) 

= H2x3 + 12nx2 - 3n2(n - lO)x - 7n4 + 30n3] 

X{-xln+ (n-3)ln[(x-n2)ln2]), (4.14) 

which, when exponentiated, and recalling that 

( 4.15) 

give the correct r dependence of the reduced radial wave 
functions for the Is through 4f states. 

V. RESULTS FOR THE HUL THEN, YUKAWA, AND ECSC 
POTENTIALS 

The constants 1](2
j ) in (4.5) for the Hulthen, Yukawa, 

and exponential-cosine screened Coulomb (ECSC) poten­
tials are listed in Table I. Analytic expressions for the N = 3 

TABLE I. The constants 1](2) for the Hulthen. Yukawa. and ECSC poten­
tials. 

HuIthen Yukawa ECSC 

1]10) ! 1 
1](2) 4 -1 0 8 
1]14) 0 +i. I n 
1]16) +zsk -iff. +i. 
7]IS) 0 +~ +rto 
1](10) nrk:, - I 0 :mID 
7]112) 0 +~ +mo 
1](4) +.~ -~ -
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TABLE II. Analytic expressions for the energy eigenvalues as power series 
in the screening parameter l. 

(a) Hulthen potential 

E". = - (l/2n2
) + !A- - jn2l 2, n = 1,2,3,4 

Elp= -i+!l_tr.p_iA.4_~6_W.8 

Elp = -ia+ !l-!i'P-1l4 -JRl 6 -~l 8 

Eu = - ia + !A- - t'P - t6-i 4 - 'fMl 6 - ~7 l 8 

E4p = --h +!l-H'P-~ 4_~l6_yl8 

E4d = --h + !A- -1'1,2 - fSA,4 -arl 6 -~l 3 

E4/= --h+!A--iA.2-9l4_~l6_~l8 

(b) Yukawa potential 

E I • = -! + l -1l2 + !l3 -1tt 4 + W. S - Vil 6 

+Wl7_Vl8 

Ez. = - i + l - 3l 2 + 7l 3 -li'l 4 + 186A. S -Ufl 6 

+ .~.t.l4 l 7 - .uw» l 8 

Elp = -I + l - ~ 2 + 51 3 _ ~l 4 + 144l S _ ~l 6 

+ JiflPl 7 _ nw'A 8 

E36 = -ia +l -a.tA2+,l3 -Tl 4+¥lS 

_ ~ A 6 + M..lJillIIA 7 _ 204W S4ll 8 

E3p = -ia +A _iJl2 + 3M 3 -~l 4 +¥lS 

_~l6+~A7 _~SA8 

E3d = _ia+l_ZJA2+21A3_l.7jlA4+~As 

_~l6+67797M7 ~7A.8 

E .. = - -h +l - 1U 2 + 1OSA. 3 1716A. 4 + 38 16M' 

-999 584A. 6 

Ey = - -h + l - ¥l 2 + l00A 3 163M 4 + 36 144A. S 

-~A. 6 +~l 7 -~l 8 

E4d = - -h + l - ¥A 2 + 84A. 3 _ 142M 4 +31 24SA. S 

_ 817 936A. 6 + 23 637 44M 7 -739 863 28M 8 

E4f = --h +A -9l 2 + 6M 3 -10SOA 4 + 21744A. s 

_ 567 664A. 6 + 16028 480A 7 - 495 437 68M 8 

(c) BCSC potential 

E .. = -! + l - A 3 +iA. 4 -ll S - t¥t 6 

+ ~l 7 _ Wjl 8 

Ez. = -I + l - 14..1. 3 + 551 4 
- 96A. S - !lIf'A 6 

+ ~l 7 -.ill.fI9 l 8 

Elp = - i + A. - 1M 3 + 35A. 4 _ 56A. S _ ¥l 6 

+ .Gf!iP A. 7 -1.1.1.f'® A. 8 

E3• = - ia + A. - 69A. 3 + upA. 4 -lIJlA. S 

_~A.6+1989441A.7 ~A.8 

E3p = - ia + A. - 6M 3 + 2¥A. 4 ~A. S 

-.u;wA. 6 + ~A. 7 _ ~SA. 8 

Eu = - ia + A. - 4U 3 + ~A. 4 ~A. S 

_¥l6+~A. 7 _~A.8 
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TABLE II. (Continued.) 

E .. = - -h + A. - 216A. 3 + 312M 4 _ 19 008A. s 

- 1199 l04A. 6 

E4p = - -h +A. - 200A 3 + 2800A 4 - 16 576A. S 

_~A.6+~A.7 ~A.8 

E4d = - -h + A. - 16SA. 3 + 21MA. 4 - 12 096A. 5 

- 910 336A. 6 + 37023 23U 7 _ 656 936 704A. 8 

E4J = --h +A. -12M 3 + 132M 4 - 6336A. S 

- 578 56M 6 + 20 720 128A. 7 - 328472 32M 8 

energy eigenvalues as a function of the screening parameter 
A are given in Table II. In our calculations we have chosen 
the units with m = Ii = c = Z = 1, and a shift parameter 
11m = 1 - 2m for the m-node state is adopted. As discussed 
in Sec. IV, this choice allows the Coulomb limit result to be 
reproduced at the E (-2) level. In most cases, the calculations 
are carried out in high enough orders (in 1/ k) to ensure that 
convergence to order A 8 has been achieved. For the three­
node 4s state however, only results correct toA 6 are obtained 
due to computer memory limitations. 

It has been pointed out in Ref. 12 that the energy levels 
of some screened Coulomb potentials have an asymptotic 
series in A, indicating that any finite-order perturbation cal­
culation cannot be expected to yield results of arbitrary ac­
curacy in such cases. The Pade approximant method 13.14 has 
been particularly successful in circumventing this diffi­
culty. IS-18 In our present study, we shall only perform simple 
iterated Shanks transformationsl4 on our results as a check 
on their convergence. 

For the Hulthen potential, exact expressions19 for the 
energy eigenvalues of the 1 = 0 states are reproduced, where­
asforthel :¥:Ostates, we agree with Ref. 18uptoA 6, Numeri­
cal values for these eigenvalues are given in Tables III-V, 
along with results from the other calculations. The values 
E 12 and E 6 are, respectively, eigenvalues correct to the 
twelfth and sixth orders in A. The E 8 are values computed 
from the energy series given in Table II and are correct to the 
eighth order in A. The E 12, E 6, and the Pade approximatit 
values are all taken from Ref. 18. Good agreement over a 
range of values of A with the Pade approximant results is 
particularly encouraging. Convergence does not pose a 
problem in this case except when the screening parameter A 
is close to the critical values. 

TABLE III. Energy eigenvalues for the 2p states of the Hulthen potential in 
atomic units. 

0.05 
0.10 
0.20 
0.30 
0.35 

E12 

-0.101 043 
-0.079179 
- 0.041886 
-0.013784 
-0.003720 

-0.101043 
-0.079179 
-0.041886 
-0.013 790 
-0.003779 

Present calculation 
E8 E S ..... k• 

-0.101043 -0.101043 
0.079179 -0.079179 
0.041886 -0.041886 

-0.013 759 - 0.013 785 
- 0.003 588 -0.003739 
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TABLE IV. Energy eigenvalues of the Hulthen potential for the 3p and 3d states in atomic units. 

Present calculation 
..1. E6 EPadi: E8 EShanks 

0.025 3p 0.043707 - 0.043 707 - 0.043 707 - 0.043 707 
3d 0.043603 - 0.043 603 -0.043603 - 0.043 603 

0.050 3p 0.033165 - 0.033165 -0.033165 - 0.033165 
3d 0.032753 - 0.032 753 - 0.032 753 - 0.032753 

0.100 3p 0.()l6053 -0.016054 - 0.016 054 -0.016054 
3d 0.041481 - 0.014484 -0.014483 - 0.014484 

0.150 3p 0.004437 -0.004466 - 0.004455 -0.004464 
3d 0.001239 -0.001391 -0.001314 -0.001375 

TABLE V. Energy eigenvalues of the Hulthen potential for the 4p, 4d, and 4/ states in atomic units. 

Present calculation 
..1. E6 Epade E8 EShanks 

0.025 4p 0.019949 - 0.019 949 - 0.019 949 - 0.019949 
4d 0.019846 -0.019846 -0.019846 - 0.019846 
4/ 0.019691 -0.019691 - 0.019 691 - 0.019 691 

0.050 4p 0.011058 -0.011058 - 0.011058 -0.011058 
4d 0.010 667 - 0.010667 -0.010667 - 0.010667 
4/ 0.010061 - 0.010062 - 0.010 062 -0.010062 

0.075 4p 0.004619 -0.004622 - 0.004621 -0.004622 
4d 0.003824 - 0.003834 - 0.003831 - 0.003834 
4f 0.002528 - 0.002556 - 0.002545 - 0.002554 

0.100 4p 0.000 718 - 0.000 754 - 0.000 736 - 0.000 751 

TABLE VII. Energy eigenvalues of the Yukawa potential for the 2s and 2p 
states in atomic units. 

TABLE VI. Energy eigenvalues ofthe Yukawa potential for the Is state in 
atomic units. Pade approximant Present calculation 

..1. E[6,6] E[6,71 E8 EShanks 

Pade approximant Present calculation 
..1. E[6,6] E[6,7J E8 Eshanb 0.05 2s - 0.08177 - 0.08177 0.08177 -0.08177 

2p - 0.080 74 -0.08074 0.08074 - 0.080 74 
0.10 - 0.407 06 - 0.407 06 - 0.407 06 - 0.40706 
0.20 - 0.326 81 - 0.32681 - 0.326 83 -0.32681 0.10 2s -0.04993 - 0.049 93 0.05044 - 0.049 91 
0.25 -0.29092 - 0.290 92 - 0.29107 -0.29092 2p - 0.04653 - 0.046 53 0.04692 - 0,046 52 
0.50 - 0.14812 - 0.14812 - 0.200 84 - 0.14812 
0.80 - 0.044 71 - 0.044 70 - 2.705 69 0.04475 0,20 2s - 0,01211 - 0.01211 0,18691 - O.Qll S5 
0.90 - 0.024 33 - 0.024 31 -7.08205 0.02439 2p - 0.00418 -0.00404 0.13686 - 0,003 41 
1.00 - 0.010 32 - 0.010 27 - 16.86231 0.01042 
1.05 - 0.005 60 - 0.00553 - 25.204 52 0.00573 0,25 2s - 0,003 41 - 0.00339 1.12200 -0,00211 
1.10 - 0.00235 - 0.002 25 - 36.96907 0.00251 
1.15 - 0.000 54 - 0.00041 - 53.295 67 0.000 73 0.30 2s - 0,000 17 - 0.00005 5,05922 
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TABLE VIII. Energy eigenvalues of the Yukawa potential for the 38, 3p,and 3d states in atomic units. 

Pade approximant Present calculation 
A. E[6,6] E[6,7] E8 E S ..... b 

0.025 38 - 0.034 33 -0.03433 -0.03433 -0.03433 
3p -0.03408 -0.03408 -0.03408 -0.03408 
3d - 0.033 57 -0.03357 -0.03357 -0.03357 

0.050 38 -0.01935 -0.01935 -0.01974 - 0.019 36 
3p - 0.Ql8 56 - 0.Ql8 56 - 0.018 90 - 0.01856 
3d -0.01692 - 0.016 92 -0.01715 -0.01692 

0.080 38 -0.00778 -0.00778 -0.02807 - 0.007 85 
3p -0.00635 -0.00633 -0.02438 - 0.006 31 
3d - 0.003 25 -0.00324 -0.01578 - 0.003 25 

0.10 38 - 0.003 21 - 0.003 21 - 0.134 39 -0.00346 
3p -0.00153 -0.00158 - 0.118 29 - 0.00148 

012 38 -0.00074 -0.00073 - 0.598 48 -0.00138 

The liN expansion calculations for the Yukawa poten­
tial have been carried out before, although attention was 
confined to the Is and 2s states.8

,9 Our results as given in 
Table I indicate that the energy eigenvalues take the form of 
divergent, or at best asymptotic, power series in A. Numeri­
cal values for E Is in Table VI show that incorrect results are 
obtained from the perturbative series for A > 0.25. Conver­
gence, however, is much improved by the Shanks transfor­
mations, although the accuracy achieved still does not 
match those of the more sophisticated Pade approximants. 15 

Results for the other excited states are given in Tables VII­
IX, which also include Pade approximant values taken from 
Ref. 15. 

along with results from the other calculations. 16,17 The val­
ues EeXlM)t are taken from Ref. 16 and correspond to the 
E[ 10,10) values computed within the hypervirial Pade 
scheme. The E 5 (perturbative result correct to the fifth or­
derinA) andEpade (E[3,2] PadeapproximanttoE 5) values 
are from Ref. 17. 

VI. CONCLUSIONS 

We encounter the worse C(8Se of nonconvergence in the 
energy series for the ECSC potential. Our perturbative re­
sults agree with those of Ref. 17 to order A 5. Although the 
eigenvalues are not grossly in error over a range of A values, 
the convergence of the energy series for each state is not 
much, if at all, improved by the Shanks transformations. For 
comparison purposes, we present the numerical values of the 
energy eigenvalues of the various states in Tables X-XIII, 

Using a modified liN expansion technique, we have ex­
ploited the analytic capabilities of ~gebraic manipulation 
programs (such as REDUCE used here) to recursively calcu­
late energy eigenvalues and wave functions of the Schro­
dinger equation for a class of screened Coulomb potentials. 
The method developed here can be applied to any potential 
that has the form (4.1). Perturbative results for the Hulthen, 
Yukawa, and ECSC potentials are obtained. In the cases of 
the Hulthen and Yukawa potentials, convergence of the en­
ergy series can be accelerated using simple iterated Shanks 
transformations, whereas the more sophisticated Pade ap­
proximant method is required to obtain energy levels of high 
accuracy for the ECSC potential. 

TABLE IX. Energy eigenvalues of the Yukawa potential for the 4s, 4p, 4d, and 4f states in atomic units. 

Pade approximant Present calculation 
A. E[6,6] E[6,7] E8 EShanb 

0.025 4s -0.01250 -0.012 SO -0.01260" - 0.012 SO" 
4p - 0.012 29 - 0.012 29 - 0.012 35 -0.01229 
4d -0.011 87 -0.01187 -0.01192 -0.01187 
4f 

O.OSO 4s -0.00309 -0.00309 -0.01217" -0.00314" 
4p -0.00260 -0.00260 -0.02360 -0.00260 
4d -0.00157 -0.00158 -0.01937 -0.00151 

0.06 4s -0.00124 - 0.00124 -0.03032" -0.00137" 
4p - 0.000 71 -0.00075 -0.09709 -0.00071 

0.08 4s -0.00005 -0.00001 -0.18003" -0.00058" 

"To order...t 6 only. 
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TABLE X. Energy eigenvalues of the ECSC potential for the Is state in atomic units. 

Pade approximant Present calculation 
A. E5 E[2,3] Eexact E8 EShanks 

0.06 -0.440200 -0.440201 -0.440201 - 0.440 201 - 0.440 201 
0.08 - 0.420463 - 0.420464 - 0.420464 - 0.420464 - 0.420464 
0.10 - 0.400 883 - 0.400 884 - 0.400 885 - 0.400 885 - 0.400 886 
0.20 - 0.306240 - 0.306 300 - 0.306 335 - 0.306 347 - 0.307 601 
0.30 - 0.218 698 - 0.219152 - 0.219416 - 0.219 961 - 0.217 688 
0.40 - 0.139 680 -0.141389 - 0.142 439 - 0.149801 - 0.137 282 
0.50 - 0.070 313 - 0.074 675 - 0.077 680 - 0.131042 - 0.063520 

TABLE XI. Energy eigenvalues of the ECSC potential for the Zs, 2p states in atomic units. 

Present calculation 
A. Eexact Epade E5 E8 EShanks 

0.02 Zs - 0.105104 - 0.105104 - 0.105104 - 0.105104 - 0.105104 
2p - 0.105 075 - 0.105 075 - 0.105 075 - 0.105 075 - 0.105 075 

0.04 Zs - 0.D85 769 - 0.085 769 - 0.085 765 - 0.085 769 - 0.085 774 
2p - 0.085591 - 0.085558 - 0.085556 - 0.085559 - 0.085566 

0.06 2s - 0.067 421 - 0.067 425 - 0.067 386 - 0.067 423 - 0.066 695 
2p - 0.066 778 - 0.066 771 - 0.066 750 - 0.066 778 - 0.066 717 

0.08 Zs -0.050387 - 0.050408 - 0.050230 - 0.050418 - 0.050058 
2p - 0.048 997 - 0.048 967 - 0.048870 - 0.049 010 - 0.048845 

010 Zs - 0.034 941 - 0.035 027 - 0.034 460 - 0.035 203 - 0.034 227 
2p - 0.032 469 - 0.032 372 - 0.032060 - 0.032587 - 0.032 055 

TABLE XII. Energy eigenvalues of the ECSC potential for the 3s, 3p, and 3d states in atomic units. 

Present calculation 
A. Eexact E pade E5 E8 E Shanks 

0.02 3s - 0.036025 - 0.036026 - 0.036022 - 0.036025 - 0.036 029 
3p - 0.035 968 - 0.035 968 - 0.035965 - 0.035 968 - 0.035 972 
3d - 0.035851 - 0.035850 - 0.035849 - 0.035851 - 0.035 952 

0.04 3s - 0.Q18 823 - 0.018863 - 0.Q18 712 - 0.018843 - 0.018 632 
3p - 0.018 453 - 0.018 469 - 0.018350 - 0.018 466 - 0.018319 
3d - 0.017 682 - 0.017 669 - 0.017 605 - 0.017 685 - 0.017 614 

0.05 3s - 0.011576 - 0.011724 -0.011234 - 0.011747 - 0.011127 
3p - 0.010 929 - 0.010 990 - 0.010604 - 0.011046 - 0.010 580 
3d - 0.009 555 - 0.009 511 - 0.009 299 - 0.009 590 - 0.009349 

0.06 3s - 0.005 461 - 0.005 950 - 0.004614 - 0.006405 - 0.004428 
3p -0.004471 - 0.004 679 - 0.003 641 - 0.005128 - 0.003 617 
3d - 0.002308 - 0.002180 - 0.001615 - 0.002 525 - 0.001743 
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TABLE XIII. Energy eigenvalues of the ECSC potential for the 4s, 4p, 4d, and 4f states in atomic units. 

A. E .... , Epedc 

0.01 4s - 0.021438 -0.021438 
4p - 0.021424 -0.021425 
4d -0.021398 -0.021398 
4f -0.021358 -0.021358 

0.02 4s -0.012572 -0.012582 
4p -0.012486 -0.012493 
4d -0.012310 - 0.012 311 
4f -0.012038 -0.012035 

0.03 4s -0.005270 -0.005396 
4p - 0.005 033 -0.005117 
4d -0.004 539 -0.004 559 
4f -0.003748 -0.003720 

"To order A. 6 only. 

It should perhaps be pointed out that although the un­
modified 1/ N expansion 1 can generate results that are not 
perturbative (in ...t), the energy series (in 1/k) is also, al­
though asymptotic, often divergent. Resummation tech­
niques are still necessary to stabilize the sequence of partial 
sums. Furthermore, calculations in such a case are extreme­
ly complicated algebraically, and, even with algebraic ma­
nipUlation programs, only a limited number of terms in the 
1/k series can be computed. 

After this paper was submitted for publication, it was 
brought to my attention that similar treatments of the 
Hulthen potential and the generalized exponential cosine­
screened Coulomb potential have recently appeared in the 
literature.20,21 I wish to thank the referee for infomring me of 
these references. 

IL. Mlodinow and M. Shatz, J. Math. Phys. 25, 943 (1984). 
2L. Mlodinow and N. Papanicolaou, Ann. Phys. (NY) 128,314 (1980); 
131, 1 (1981). 
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The Painleve criterion has been applied to the supersymmetric nonlinear Schrodinger equation. 
This particular system of fermionic and bosonic fields shows up a rich spectrum of resonances 
and it can be explicitly proved that the expansion coefficients at the resonance positions can 
remain arbitrary. At this point is is worth noting that even when the extra nonlinear field 
(which is fermionic in this case) is considered to be bosonic, the resulting system turns out to 
satisfy the Painleve test so that this second system may be thought of as a new completely 
integrable system whose Lax pair is still to be found. 

I. INTRODUCTION 

In recent times the class of nonlinear integrable equa­
tions has been extended in various directions. One of the 
most important classes is obtained by the incorporation of 
fermionic fields in accordance with the principle of two-di­
mensional supersymmetry.1 The corresponding super­
AKNS problem has been worked out very recently. The 
Biicklund transformation and Hamiltonian structure of 
such equations have been obtained by Roy Chowdhury and 
Roy.2 Here our motivation is to apply the Painleve property 
of such evolution equations containing anticommuting vari­
ables, which to the extent of the present authors' knowledge 
has not yet been done. Incidentally, a new result sprang up 
from our analysis, that is, if we consider the extra nonlinear 
variable (t/!) as a bosonic field, rather than a fermionic one, 
even then the set of equation is completely integrable in the 
Painleve sense so that we have actually obtained a new class 
of coupled nonlinear Schrodinger equations (NLSE's) 
which is integrable but whose Lax pair is still not known. 

II. FORMULATION 

The supersymmetric NLSE's read3 

iq, = - qxx + 2Kq*q2 + Kt/!+t/!q - iK 1/2t/!t/!x , (1) 

it/!t = - 2t/!xx + kq+ qt/! - ik 1/2(2qt/!x+ + t/!+ qx) , 

where q(x,t) is the original NLSE field variable and t/!(X,t) , 
t/!+ (x,!) are the fermionic counterparts introduced through 
supersymmetry. In the following we will be working with the 
real and imaginary parts of ( 1) so we set 

q=uo+ivo , t/!=u 1 +iv l , (2) 

whence we have the four nonlinear partial differential equa­
tions 

UOt = - VOxx + k (2vo(U6 + V6) + uoCui + vi)] 

- k 1I2CUIVIx - VIV 1x ) , 

a) Permanent address: High Energy Physics Division, Department of Phys­
ics, Jadavpur University, Calcutta-32, India. 

- VOt = - UOxx + k [2uo C U6 + V6) + va (ui + vi ) ] 

+ k 1/2(V1U1X + U1V 1X ) , 

-Vlt = -2ul.u +kuICu~ +V~) 
(3) 

+kl/2[2(vou lx -UOV 1x ) + (UIVOx -VIUOx )] , 

Ult = - 2v lxx + kVI Cu~ + V6) 

- k 1/2[2CuOulx + VOV lx ) + (UIUOx + VIVOx ) J . 

To proceed with the Painleve analysis we set4 

00 

Uo = I a)¢)+a, 
)=0 

00 

U = "'\:'cc/J)+Y 
I £... J. , 

)=0 

00 

Vo = I b)rP)+I~, 
)=0 

00 

VI = I d)¢)+fJ. 
)=0 

(4) 

At this point we should note that this type of general ansatz 
was first used by Weiss et al. 5 But then a simplification of this 
ansatz, which at present is widely used, was formulated by 
Kruska1.6 He suggested that one can specialize ¢(x,t) as 
¢ = x - f (t) and consider the expansion coefficients to be 
functions of "time" only. We are actually following Krus­
kal's prescription and analyzing the Painleve conjecture of 
"pole's being the only movable singularity in the complex 
t-plane." The most important and successful applications of 
this simplified ansatz is in the case of the Zakharov equation 
by Goldstein and Infeld,7 in the case of the modified Bous­
sinesq equation by Clarkson,8 in the case of the longwave­
shortwave interaction equation by Roy Chowdhury and 
Chanda,9 and lastly in the case of the Yang-Mills equation 
by Jimbo et al. 10 

But since U and v are fermionic we must assume fer­
mionic character for the coefficients c) and d), while Ca) ,bj ) 

are bosonic. Due to the fermionic character it is important to 
note that cJ = dJ = O. 

Now comparing the leading-order singularity leads to 

a=/3=r=8= -1. (5) 

Equating coefficients of terms containing ¢-3 we get the 
following equations for the leading coefficients ao, bo, co, do: 
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-2;; +k{2(a~ +b~) +~ +dn 

- 2k l/2(crflolao)¢" = 0 , 

-2;; +k{2(a~ +b~) +~ +dn 

+kl/2[(C~ -d~)/bo]¢x =0, 

-~; +k(a~ +b~) 

+ 3k l/2[ (arflo - boCo)lco]¢x = 0, 

-~; +k(a~ +b~) 

+ 3k l/2[ (aoCO + brflo)/do]¢x = 0 . 

- [b'_2,t + (r - 2)¢tb,_I] 

(6) 

Remembering the condition that ~ = d ~ = 0, we see 
that the simplest solution to Eq. (6) is 

Co = do (undetermined), 

bo =0, ao =!. 
(7) 

Substituting in the original equation the expression for the 
fields,l1 

Uo = ao¢-l + a,¢'- I, Vo = bo¢-l + b,¢'-I, 

U I = Co¢-I + C,¢,-I, VI = do¢-l + d,¢'-I , 

we arrive at the recurrence relation of the form 

(8) 

= [",_ 2,xx + {2a,_I,x (r - 2)¢x + a'_1 ¢xx (r - 2>) + a,¢; (r - l)(r - 2)] 

+ k [2ao{2(aoO, + boh,) + CoC, + drfl,} + a, {2(a~ + b ~)} + 2ao(a~ + b ~) 

+a,(2[aoO, +boh,] +coC, +drfl,) +2a,{a~ +b~}] +kI/2[(co,xd'_1 +doC,_I,x) + (dO,xC'_1 +Crfl,_I,x)] 

+ {doC,¢x (r - 2) + crfl,¢" (r - 2)} , (9) 

Three other similar equations are also generated. These relations are somewhat simplified if we assume that the expansion 
coefficients aj, bj , Cj' dj all are functions of time only. Then the condition for nonzero values of a" b" c" d, leads to the 
vanishing of the determinant, 

4-r+ 3r o cork 1/2 

a= 
o - (r - 3r) - cak 1/2(r - 2) 

cork 1/2 

(r - 2)co 
- (2r- 3) cak l/2(r - 5) (r - 3 )cak 1/2 

- (r - 3)cak 1/2 
- (2r - 6r+ 3) 

cak 1/2(r - 5) - (2r- 3) 

which can be simplified to the form 

a = r(r+ l)(r- l)(r- 2)(r- 3)2(r- 4) = 0, 

(10) 

so that the resonance positions are 

r = 0, - 1, 1, 2, 3, 4 . (11 ) 

The resonance at r = - 1 corresponds to the arbitrariness of 
the solution manifold ¢(x,t) = O. At the other resonance 
positions we evaluate the coefficients recursively. At r = I 
we obtain 

a l = 0, b l = - ¢J2k 112, 

d l = -bco¢t> Cl = - -bco¢t . 
(12) 

But since ¢t is not known, and also co, do are not fixed, we see 
that the expansion coefficients (bl,cl,dl ) are arbitrary. At 
r = 2, we have the complicated set of equations written be­
low for 02' b2, c2, d2: 

002 + 2k 1/2 (C2CO + d2co) 
= _kI/2[2(at +bD +4ot +2cO(cl +dl )], 

2b2= -'kl/2[4olbl +2cohl(cl +dl)k l/2 ] , 

k 1/2co(3a2 - b2) + c2 - d2 (13) 

= - dot - kco(at + b t) - 2k 1I2alcI , 

k 1/2co(3a2 + b2) - c2 + d2 
= COt - kdo(af + b ~) - 2k l/2a ldl . 

But since the determinant of the coefficient on the rhs of 
(a2,b2,c2,d2) vanishes we have really three independent 
equations instead of four. If we also use the above expres-
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- (2r-6r+3) 

I 
sions for (al,bvcl,d l ) it is easy to observe that all the coeffi-
cients (a2,b2,c2,d2) are arbitrary. 

At r = 3 all that the coefficients (a3,b3,c3,d) are con­
nected to the previous ones by equations of the following 
form: 

40) + 3cak 1/2(C3 + d3 ) 

= - bIt - b2¢t - 2kal(a~ + btl, 

- cak 1/2(C3 - d3) 
= -alt -a2¢t -2kal(ai +btl, 

2cak 1/2a3 - 3C3 - 3d3 

= -dlt -d2¢t -clk(af +bi), 

2cak 1/2a) - 3c3 - 3d3 

= cit +c2¢t -kdl(at +bf), 

(14) 

So here it is evident from the last two equations of ( 14) that 
all of the coefficients (a3,b3,c3,d3) cannot be determined. 
Similar analyses also hold for the coefficients (04,b4,C4.d4 ), 

so that we can conclude that the supersymmetric nonlinear 
SchrOdinger equation is completely integrable in the sense of 
Painleve test. 

III. BOSONIC CASE 

In our above analysis the extra nonlinear field t/!(x,t) 
was fermionic and people have already found out the Lax 
pair for such system. We now want to investigate the situa­
tion when t/!(x,t) is simply another bosonic field just as 
q(x,t) and Eq. (1) is no more a super-NLSE but a new pair 
of coupled NLSE in ordinary variables. 

Let us go back to Eqs. (6) determining the leading coef-
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ficients ao' bo, co, do, whence this time c6 = d 6 #0. We de­
duce from (6) 

ao(c6 - d6) + 2bocodo = 0, 

co(aoco + bodo) + do (boco - aodo) = 0 . 

To solve these we assume co/do = x and bo/ao = a, so that 
we have the connections 

ao = 4/(3 or - 11(3, (32 = 1 + a 2 (15) 

and the corresponding relation between Co and do can be 
written as 

Co = either - do(a + (3) or - do(a - (3) . 

In the above computation we have set ¢l = x - ¢( t). So fin­
aIIy we have two distinct cases for the values of the leading 
coefficients: 

Co = - (a - (3) do , } 
ao = - 4/(3, 

d ~ = 12/(J(a - (J) , 

Co = - (a - (J)do , t 
ao = 11(3, d6 =2/(3(a-(3). \ 

(A) 

(16) 
(B) 

Equating coefficients of ¢lr - 3 yields the following four equa­
tions for the coefficients (anbncndr ): 

arX + 4braobok + cr{2aocok + dok 1/2(r_ 2)¢lx} 
+ dr{2aodok + k 1I2co¢lx (r - 2)} = 0, (17a) 

4kaoboar + br Y + Cr {2bocok - k 1I2co(r - 2)¢lx} 
+ dr{2bodok + k 1/2do¢lx (r - 2)} = 0, (17b) 

ar{2aocok - (r - 3)k 1/2do¢lx} + br {2bocok + k 1/2 
X (r - 3 )co¢lx} + crZ - dr (2r - 3 )aok 1I2¢lx = 0 , 

(17c) 

ar{2aodok - k 1/2co (r - 3)¢lx} 

+ br{2bodok - doer - 3)k 1/2¢lx} 

+cr{-k1l2(2r-3)ao¢lx}+doT=0. (l7d) 

Again for nonzero values of (anbncndr ) we set equal to 
zero the determinant formed by the coefficients in (17) 

which leads to an equation for r of the form 

r(r - 3)(r - 1O)(r + 6)(r - 5)(r + 1) (~- r - 60) = 0, 
(18) 

where 

X= (c6 +d6 +2b6 +6a6)k- (r-l)(r-2)¢l;, 

Y= (6b6 +2a6 +C6 +d6)k- (r-l)(r-2)¢l;, 

Z = (a6 + b 6)k - 2(r - l)(r - 2)¢l; 
+ (2r- 3)k 1/2bo¢lx , (19) 

T = (a6 + b 6 ) k - 2 (r - 1)( r - 2) ¢l; 
- (2r - 3)k 1I2bo¢lx . 

So the new bosonic version of our equation does have reson­
ances at the positions 

r = 0, - 1, 3, 5, 10. 

It is to be noted that r = - 6 is not accessible and r = - 1 
corresponds to the arbitrariness of the wave front ¢l(x,t). 

Also the equation ~ - r - 60 = 0 does not possess any in­
teger root. In the derivation of Eqs. (18) and (19) we have 
considered case (A) noted previously. Case (B) can be simi­
larly treated and the equation for the resonance positions is 
given by 

det ~ = (8do/(3)r(r - 3)(r + 6)(r -- 5) = 0, (20) 

so that resonance occurs only at r = 0, 3, 5, - 6. But since 
the set does not contain r = - 1, we restrict our analysis to 
the case (A) only in the foIIowing. 5 

IV. PROPERTIES OF EXPANSION COEFFICIENTS 

To study the arbitrariness of the coefficients (an bn Cn 

dr ) at the resonance position r = ro, where ro is a root ofEq. 
(18), we firstly deduce a recurrence relation for the coeffi­
cients. It can be written as 

where the matrix M and (an,/3n ,Yn ,8n ) are given as 

X 4aobo 2aoco + do(n - 2) 2aodo + co(n - 2) 

4aoho Y 2boco - co(n - 2) 2bodo + do(n - 2) M= 
2aoco - (n - 3)do 2boco + (n - 3)co Z - (2n - 3)ao 
2aodo - (n - 3)co 2bodo - (n - 3 )do - (2n - 3)ao T 

, 
an = - (n - 2)bn_ 2 ¢l, at r = 2, 

-ao{2(a~_1 +b~_I) +C~_I +d~_I} 

- {2aaa~_1 + 2boan_lbn_I}' (24) 

(In = - [bo{2(a~_1 +b~_I)+c~_1 +d~_I}] 
-(n-2)an_ 2 ¢l" (22) 

Yn = - (n - 2)dn - 2¢l, - co(a~ _ I + b ~ _ I ) , 

8n = + (n - 2)cn - 2¢l, - do(a~ _ I + b ~ _ I) . 

Now at the resonance positions at r = 1, 

which shows that the coefficients are not determined, 
whence (x, y, z, (7") are some numerical coefficients. In each 
case since the rank of the matrix on the left-hand side is 
always less the equations never determine the coefficients 
uniquely. The similar set of results can also be obtained for 
the coefficients at r = 3, 5. d l = (a + (3)CI> al = - abl , (23) 
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V. CONCLUSION 

In the above analysis we have shown that the super­
NLSE is a completely integrable system and possesses the 
requisite Painleve property, An important offshoot of our 
result is that even when the anticommuting field is consid­
ered to be commuting, the system retains the Painleve prop­
erty so that we have actually found out a new nonlinear sys­
tem which is an extension of the usual NLSE which is 
completely integrable but whose Lax pair is still not known. 
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In the model of a compressed atom (or ion) considered in the present paper the boundary 
condition associated with the corresponding uncompressed atom, i.e., the condition that the 
radial wave function must vanish at r = 00, is replaced by the boundary condition that the 
radial wave function must have a node at the finite distance r = a. The treatment of the 
problem of obtaining the energy shift due to the compression is based on the phase-integral 
method developed by Froman and Froman, an essential feature of which is that one can use 
exact formulas in the calculations and make all approximations in the final stage. The 
treatment of the problem of obtaining the relative change of the wave function due to the 
compression is based on the rigorous evaluation of the normalization integral developed by 
Furry [Phys. Rev. 71, 360 (1947)] and Yngve [J. Math. Phys. 13, 324 (1972)], in which one 
also uses exact formulas in the calculations and makes all approximations in the final stage. 
Since compression of an atom gives rise to very subtle effects, rigorous methods are 
in dis pen sible for obtaining accurate and reliable analytical final formulas. As an application, 
the resulting general formulas are particularized to the case of a hydrogenic atom, and a 
numerical illustration of the accuracy of the formulas is given. 

I. INTRODUCTION 

In the treatment of the radial Schrodinger equation for 
an atomic electron in a free, un compressed atom (or ion) the 
boundary conditions are tf;(0) = tf;( 00 ) = O. If, however, 
the atom (or ion) is enclosed in a sphere of radius a, the 
boundary conditions are instead tf;(0) = tf;(a) = o. This 
change of boundary condition causes a shift upwards of ev­
ery energy level and an increase of the normalized wave 
function inside the compressed atom. These effects have 
been studied theoretically during several decades by many 
authors. 1-64 

There are a lot of physical problems that, although a 
boundary condition is imposed on the wave function at a 
surface, are not relevant for our present investigation and 
hence are not included in our references. 1-64 As examples of 
those kinds of problems we mention the following: the com­
mon model of a particle enclosed in a box, treated in text­
books on quantum mechanics, and the related model of non­
interacting particles enclosed in a box, usual as a simple 
standard model in statistical mechanics, for instance in the 
electron theory of metals and in chemistry. These are models 
of a somewhat different nature than the model of a com­
pressed atom considered in the present paper. So are also the 
models of molecular or atomic constituents with hard cores 
used in the theory of gases and liquids and in the calculation 
of phase shifts. In the cellular method of solid state physics 
one imposes a boundary condition on the derivative of the 
wave function at a finite distance from the nucleus, but this 
boundary condition does not cause the confinement of the 
system to a box and is thus of a different nature than the 
boundary condition used in the present paper. The latter 
part of this assertion is to some extent also true for the 
boundary condition in certain problems of surface physics 

when there is an atom near a rigid wall of infinite extension. 
In quantum chemical investigations one sometimes uses 
wave functions that are equal to zero outside a certain re­
gion, but again this is another kind of localization than the 
kind of confinement in the model of a compressed atom de­
scribed above. The kinds of investigations just mentioned are 
not represented in our list of references, 1--64 which will now 
be briefly discussed. 

The model of a compressed atom which we shall study 
in the present paper was first introduced in 1937 for the case 
of the hydrogen atom in a paper by Michels, de Boer, and 
Bijl, I which was soon followed by a related paper by Som­
merfeld and Welker. 2 Since then problems concerning con­
fined atoms have been studied by many authors.3

-64 The fre­
quency of the published papers indicates a fairly constant 
interest in the subject over the years, except for a decrease 
during the sixties, which is then followed by an increased and 
still continuing interest. 

Many papers are concerned with the hydrogenic atom, 
i.e., a hydrogen atom or hydrogenlike ion, in a box 
with impenetrable or partly penetrable walls of spheri­
cal, paraboloidal, or prolate spheroidal 
shape. 1,2.1 1,14,21,25,27,42,45,46,51-54,56 Among the subjects treat-

ed in these papers we mention calculation of shifts of energy 
levels, 1,46,51,54,56 polarizability, 1,51 astrophysical studies con-
cerning planets and white dwarf stars,2 calculation of the 
diamagnetic screening constant,27 hyperfine split­
ting,42,46,51,54 eigenfunctions, 51,54,56 nuclear magnetic shield-
ing,51 and hyperfine interaction energy.52 

In addition to the references concerning the hydrogenic 
atom enumerated above, there are also some papers in which 
the Stark effect is treated for a hydro genic atom confined by 
a spherical wall5o,58 or by paraboloidal walls. 61 In this con­
nection we also mention papers concerning a charged parti-
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cle in a box under the influence of a uniform. qlectric field38,43 
and possibly also a Mathieu potentiaJ38 and papers concern­
ing an electron or a system of electrons inside a box in a 
magnetic field. 17,21,34 

Another whole series of papers concerning the hydro­
genic atom in a spherical box was initiated by Wigner,22 
These papers22,24,30,36,37,39,41 are concerned with the difficul-
ties that appear in the Rayleigh-Schrodinger perturbation 
theory when applied to the hydrogenic atom and are thus 
concerned with the applicability of perturbation theory it­
self. In these papers the hydrogenic atom is, in the intermedi­
ate steps of the perturbation calculation, enclosed in a 
spherical box of finite radius, which atthe end is allowed to 
tend to infinity, so that the tesult for the usual hydrogenic 
atom is obtained. To this series of papers there belongs also a 
paper concerning the one-dimensional motion of a particle 
under the influence of a one-dimensional attractive delta 
function potential and symmetrically enclosed within infi­
nitely high potential wallS.28 The same delta function poten­
tial model has also been considered in another paper, 59 
where the purpose was, however, not to throw light on per­
turbation theory results. 

Several papers deal with the nonrelativistic treatment 
of the artificially bounded harmonic oscillator, i.e., 
the oscillator enclosed between potential 
wallS.4,5,7,8,9,12,13,23,25,33,34,44,47,49,62 This kind of oscillator has 
also been treated relativistically.6 The inverted linear har­
monic oscillator49 with artificial boundary conditions has 
also been treated. There are also papers concerning particu­
lar linear anharmonjc oscillatorss7,63 and particular linear, 
symmetric double-well oscillatorsss,60 enclosed symmetri­
cally betwee~ infinitely high potential walls. Among the 
physical problems treated with the model of a harmonic os­
cillator with artificial boundary conditions, we mention the 
proton-deuteron transformation as a source of· energy in 
dense stars,4 the fundamental mass-radius relation for a 
white dwarf star,7 an investigation by Chandrasekhar8 on 
the rate of escape of stars from. galactic and globular clusters 
when allowance is made for dynamical friction, a possible 
role of the symmetrically bounded linear harmonic oscilla­
tor in the theory of the specific heat of solids, 12 phase transi­
tions of second order,13 energy levels and oscillator 
strengths,23 certain anharmonic effects in solids,33 and mag­
netic properties of metallic solids. 34 

Sommerfeld and Hartmann3 have treated the problem 
concerning the rotation of a rigid diatorilic molecule restrict­
ed to the angular region 0< ~< ~ 0' a pr:oblem related to ideas 
emanating from Pauling concerning phase transitions in cer­
tain solids as well as to Debye's theory for dipole molecules 
in electric fields. The same rigid rotator has aIso been treated 
with restriction to the angular region E<~<1T - E~25 

It was pointed out by ter Haar10 that, in rigorous treat­
ments, the boundary conditions, which were used in the pa~ 
pers where the Morse potential and the Rosen-Morse poten~ 
tial were originally introduced, !lhduld be mOdified from 
"natural" into "artificial" boundary conditions. 

There are also papers concerning atoms with more tl1an 
one electronl8-2o and concerning moleeulesl4-16,31,40,S6 con-
fined in boxes. The following topics are discussed in those 
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references: a helium .atom compressed in a spherical box, 18,19 
a compressed argon atom according to a statistical model of 
the atom,20 molecular physiCS and the virial theorem,14 the 
compression ()f a gas composed of diatomic molecules, 15 the 
hydrogen molecule ion in a spheroidal box with the nuclei at 
the foci,16,31 ground ~tate energy of solid molecular hydro­
gen at high pressures,40 the molecule ions H/ and HeH+ + 
inside spheroidal boxes with the aim of calculating energy 
'eigenvalues and eigenfunctions, and for H/ also the hyper­
fine splitting. S6 

Although our study of the literature to find·and examine 
all the above-mentioned references has been rather time con­
suming, the papers quoted 1-64 are not claimed to constitute a 
complete list of relevant references. We remark, in particu­
lar, that we have come across no references to Russian pa­
pers, which may be an indication of incompleteness. For the 
references published after 1980 the list is expected to be less 
complete than for the earlier references. We have in fact not 
looked systematically for references from the last few years. 
Although our list of references 1-64 may thus not be complete, 
it demonstrates in any case that during almost five decades 
there have appeared numerous publications dealing with the 
model of a compressed atom discussed above. However, due 
to the subtlety of the effects studied and to simplifications 
and limitations in the various treatments, there has been no 
general agreement on the calculated results, Thus since reli­
able and accurate analytical formulas for the effects on ener­
gies and wave functions, due to the compression, seemed to 
be missing in the literature, we found it worthwhile to under­
take the investigation to be described below. Our aim is to 
derive simple, accurate analytical results for a system con­
sisting of a nonrelativistic quantal particle bound in an un­
specified, smooth, spherically symmetric single-well poten­
tial which is enclosed in a large, impenetr~ble sphere. 

In Sec. II the results of the method developed by Fro­
man and Froman65--67 for the rigorous solution of connection 
problems are described briefly but in sufficient detail to 
make the present paper self-contained. In Sec. III we derive 
an exact quantization condition for the energy levels of the 
above model of a compressed atom by means of the me~od 
described in Sec. II, and in Sec. IV we obtain an exact expres­
sion for the normalization integral of the corresponding 
wave function by means of a rigorous method devised by 
Furiy68 and Y ngve. 69 An essential common feature of the 
methods applied in the present paper is that one uses exact 
formulas in the calculations and makes all approximations 
in a .controllable way in the final stage. The use of such a 
rigorous procedure for obtaining reliable results is particu­
larly important in the present context, since one is looking 
for very subtle, in fact "exponentially small," effects. It is 
therefore essential to have complete control of the calcula­
tions. Neglecting, in the exact quantization condition and in 
the exact expression for the normalization condition, certain 
correction quantities for which upper bounds are available, 
we obtain in Sec. V and Sec. VI, respectively, simple approxi­
mate formulas for the energy shift and for the relative change 
of the wave function due to the compression. Section VII 
contains a discussion of the wave function, the aim of which 
is to illuminate the consistency of certain results in the pres-
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ent paper with results in Ref. 70. The results obtained in 
Secs. V and VI are in Sec. VIII generalized from the use of 
the first order to the use of the arbitrary-order phase-integral 
approximation generated from a conveniently chosen base 
function [see Refs. 71, 72 (pp.126-13l), and 731; see also 
Refs. 74-76. In Sec. IX the resulting arbitrary-order formu­
las are applied to the particular case of a compressed hydro­
genic atom, and the accuracy of the formulas thus obtained 
is demonstrated graphically for the first- and third-order ap­
proximations. 

II. RIGOROUS METHOD FOR THE SOLUTION OF 
CONNECTION PROBLEMS 

In this section we give the basis for understanding the 
treatment in the present paper by describing in a very con­
densed form the method for solving connection problems, 
developed in Ref. 65, and by collecting results and formulas 
from Refs. 65-67 and 71-73 which are needed in the present 
paper. Some changes in notation have, however, been made. 
Thus Q2(Z) and Q~od (z) in Refs. 65-67 and 71-72 corre­
spond toR(r) and Q2(r), respectively, in the present paper. 
Furthermore, the definition (2.14) of the matrix M below 
differs slightly from that of the matrix M in Eq. (3.13) of 
Ref. 65. 

Consider the differential equation 

~: +R(r)¢ 0, (2.1 ) 

where R (r) is assumed to be an analytic function of the vari­
able r, which will be allowed to take also complex values. We 
introduce the two linearly independent functions 

II (r) = q-1/2(r) exp [ + iw(r)], 

Iz(r) = q- 1/2(r) exp [ - iw(r)], 

where 

w(r) = r q(r)dr, 

(2.2a) 

(2.2b) 

(2.3) 

q (r) being a so far unspecified function, chosen such that the 
functions.ft(r) andfz(r) are approximate solutions of the 
differential equation (2.1). By introducing convenient cuts 
in the complex r plane we can make.ft (r) and fz (r) single 
valued in the region under consideration. From (2.2a), 
(2.2b), and (2.3) it follows that 

II(r)/;(r)-/z(r)ji(r)= -2i. (2.4) 

The method to be described below can in principle be 
applied for solving connection problems associated with ar­
bitrary, linearly independent functions II (r) and Iz(r) 
which need not be of the form (2.2a) and (2.2b) with (2.3). 
A general exposition of the main features of the method, 
based on such unspecified functions (and in fact applied to 
an ordinary differential equation of arbitrary order), is given 
in Ref. 67. In the present paper, however, the functions/l (r) 
and fz(r) represent phase-integral approximations of the 
form (2.2a) and (2.2b) with (2.3), wherethefunctionq(r) 
corresponding to the (2N + 1)th-order approximation is 
defined by the series expansion71

-
73 
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N 

q(r) = L Y2n Q(r), 
n 0 

(2.5) 

where Q(r) is the unspecified base function from which the 
functions YZn are generated according to known formulas, 
given up to Yzo in Ref. 77. The first few functions YZn ' which 
were given already in Ref. 74, are 

Yo= 1, 

1 1-~ (1- dco), 
8 Q dr Q dr 

where 

(2.6a) 

(2.6b) 

(2.6c) 

E (r) = R(r) Q2(r) + Q -3/Z(r) ~ Q -1/2(r) (2.7) 
° QZ(r) dr 

R - QZ 1 [(dQZ )2 d
ZQ2 J 

= Q2 + 16Q6 5 -;;;- - 4Q2 dr . (2.7') 

In the context of the present paper, where we are dealing 
with the radial SchrOdinger equation, we must take into ac­
count the possibility of a first- or second-order pole of R (r) 
at r = O. If the conditions [cf. Eq. (11.9) in Ref. 65] 

lim rR(r) (2.8a) 
r-O 

and [cf. Eq. (6) in Ref. 78] 

lim r [ Q 2 ( r) R (r)] = -! 
r-O 

(2.8b) 

are fulfilled, the arbitrary-order phase-integral functions 
II (r) andfz (r) remain approximate solutions of the differen­
tial equation (2.1) in the neighborhoOd of r = O. Choosing 
Q(r) in accordance with (2.8b), we can therefore, when 
(2.8a) is fulfilled, in solving the connection problem start by 
imposing the relevant boundary condition at r = O. The 
function - Q 2 (r) appearing in the present paper is qualita­
tively depicted in Fig. 1. A possible choiceofQ 2(r) in accor­
dance with (2.8b) is 

Q 2(r) = R (r) 1/( 4r). (2.8b') 

In the following exposition in this section, as well as in 
Secs. III-VII, we shall, for the sake of simplicity, assume 
that we are dealing with the first-order approximation, i.e., 
that according to (2.5) we have q(r) = Q(r) in the expres­
sions (2.2a), (2.2b), and (2.3). The extension from the first­
order approximation to an arbitrary-order approximation is 
a straightforward procedure, which is described in Sec. VIII. 

Any exact solution ¢(r) of the differential equation 
(2.1), together with its derivative ¢'(r), can be written 

¢(r) = a 1 (r)/1 (r) + a2(r)/2(r), (2.9a) 

¢'(r) = a l (r)/i (r) + a2 (r)/i (r), (2.9b) 

a l (r) and az(r) being uniquely determined by (2.9a) and 
(2.9b). Obviously, one obtains the derivative of ¢(r) by dif­
ferentiating (2. 9a) while a I (r) and a2 (r) are treated formal­
ly as if they were constants, which one achieves by imposing 
the condition 

a; (r)/1 (r) + a~ (r)/2(r) = 0 (2.10) 

on the functions a l (r) and a2 (r). Substituting (2.9a) into 
the differential equation (2.1), and using (2.10), we obtain a 
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-Qztr) 

Q=IQI Q=-IIQI 

@\@)\ r, I 

o 

FIG. 1. For real values of r the qualitative behavior of - Q 2(r) is shown. 
The cut in the complex r plane, introduced in order to make Q(r) single 
valued, is indicated by a bold line, and the contours of integration occutiing 
in the formulas are also depicted. The contour r is a closed loop encircling 
the two classical turning points to and t,. The contour r(r2 ) is a nonclosed 
contour which starts from the point on a Riemann sheet which corresponds 
to the point r2 in the complex rplane under consideration, passes around the 
classical turning point t" and ends at the point '2' The phase of Q(r), which 
is also indicated in the figure, is chosen such that Q(r) = IQ(r) I on the 
upper lip of the cut between to and t,. 

system of two differential equations of the first order for 
a I (r) and a2 (r), the solution of which can be obtained in 
closed form by means of an iteration procedure. Defining 

(al(r») 1 
a(r) = \a2(r) , (2. 1) 

we can describe the result as follows. Given an arbitrary 
column vector aero) at the point ro, we have for the column 
vector a(r) at the point r the following formula: 

a(r) = F(r,ro)a(ro), (2.12) 

where F(r,ro) is a two-by-two matrix, the elements of which 
are given by convergent series; seeEqs. (3.22a)-(3.22d) and 
(3.3) in Ref. 65. This matrix satisfies the differential equa­
tion 

a -F(r,ro) = M(r)F(r,ro), ar 
(2.13 ) 

where 

M(r) = .!iEo(r)Q(r) 
2 

( 
1 exp[ - 2i w(r) J) 

X _ exp[2i w(r) J - I 
(2.14) 

with Eo given by (2.7). The matrix F(r,ro) is in fact the par~ 
ticular solution of the differential equation (2.13) which is 
equal to the two-by-two unit matrix for r = roo The following 
general properties of the F matrix should also be noted: 

F(r,ro) = F(r,rl)F(rl,ro)' (2.15) 
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det F(r,ro) = 1, 

F(r,ro) = [F(ro,r) J- I 

= (F22(ro,r) - F I2 (rO,r»). 
- F21 (ro,r) Fll (ro,r) 

(2.16) 

(2.17) 

Useful estimates of the series defining the elements of the 
matrix F(r,ro) can be derived on the assumption that the 
points r and ro can be connected by a path A in the complex r 
plane, on which the absolute value of exp[iw(r)] increases 
monotonically (or is constant) along A in the direction from 
ro to r. These so-called basic estimates can for our present 
purpose be written 

1F1l(r,rO) - 11 <![exp(,u) - 1], 

1F12(r,rO) I <Hexp(,u) -IJlexp[2iw(ro)JI, 
IF21 (r,rO) I <![exp(,u) -IJlexp[2iw(r)JI, 

IF22(r,rO) -11<!,u + Hexp(,u) - l-,uJ 

X lexp{2i[w(r) - w(ro) HI, 
where,u by definition is the integral 

,u = lIEo(r)Q(r)drl. 

(2.18a) 

(2.18b) 

(2.18c) 

(2.18d) 

(2.19) 

When using the estimates (2.18a)-(2.18d), we shall always 
assume that,u -< 1, which is in general the case if R (r) varies 
slowly, ifQ 2 (r) is chosen conveniently, and if the path A 
does not pass too close to a zero or a singularity of Q 2 (r) . 

We notice that if,u -< 1 and furthermore 

lexp[i w(ro)] I::::: lexp[i w(r) J I::::: 1, 

the basic estimates (2.18a)-(2.18d) provide approximate 
values of all four elements of the matrix F(r,ro), which is 
seen to be approximately equal to the unit matrix. On the 
other hand, if 

lexp[i w(ro)] I -< I -< lexp[i w(r)] I, 

only one element, viz., Fll (r,ro), is determined approximate­
lyby the basic estimates (2.18a)-(2.18d). In other cases, for 
instance when 

lexp[i w(ro) J I::::: 1 -< lexp[i w(r) J I, 
the basic estimates provide approximate values of two of the 
elements ofF(r,ro). For the matrix elements, whose values 
are not approximately determined by the basic estimates 
(2.18a)-(2.18d), these estimates still give realistic orders of 
magnitude, i.e., the right-hand members of (2.18a)-(2.18d) 
although upper bounds, in general do not exceed the left­
hand members very much. 

More general cases, when the points ro and r. cannot be 
joined by a path along which lexp[i w(r)] I increases mono­
tonically, can be handled by dividing the path from ro to r 
into parts along which the absolute value of exp{i w(r)] is 
monotonic, and utilizing the multiplication rule (2.15), the 
inversion formula (2.17), and the basic estimates (2.18a)­
(2.18d) with the notations r, ro, and r l changed appropri-
ately. ' 

When R (r) and Q 2 (r) are real on the real r axis, and the 
points rand ro lie on the real axis, there are certain relatiOBS 
between the elements ofF(r,ro). These so-called symmetry 
relations are a direct consequence of the fact that if "p( r) is a 
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solution of the differential equation (2.1) on the real axis, so 
is also the complex conjugate function t/J*(r). This fact, in 
tum, immediately follows from our assumption that R (r) is 
real on the real axis. 

From now on we shall assume that R (r) and Q 2(r) are 
real on the real axis and that - Q 2(r) behaves, for real val­
ues of r, as indicated in Fig. 1. By restricting the variable r to 
lie in the upper half of the complex r plane, including the real 
axis with the exception of the zeros and singularities of 
Q 2(r), we make the functions/I (r) and/2 (r) single valued in 
the region of the complex r plane under consideration. The 
lower limit of integration in the definition (2.3) of w(r), 
which has so far been unspecified, will from now on be cho­
sen to be equal to to which is the first zero of the function 
Q 2 (r) on the positive real r axis; see Fig. 1. This means that 
from now on w (r) is defined by 

w(r) f Q(r)dr. (2.20) 

For the case illustrated in Fig. 1 the symmetry relations 
for the matrix F(ra,r , ) are 

F I2 (rO,rl ) = iFf, (ro,r l ), 

F21 (ro,r l ) = iF!2 (ro,r), 

(2.21a) 

(2.21b) 

while those for the matrix F(r2,rl ) are [cf. in Ref. 65 Eqs. 
(6.lOa) and (6.lOb) and the discussion on p. 21 of how theF 
matrix depends on the lower limit of integration in the defin­
ition of the w integral] -

F 12 (r2,r l ) = -iexp( 2iL)Ff,(r2,rl ), 

F21 (r2,rl ) = - i exp( + 2iL )F!2 (r2,rl ), 

where L is defined by 

L = f"Q(r)dr. 
),0 

(2.22a) 

(2.22b) 

(2.23) 

The reason why L appears in (2.22a) and (2.22b) but not in 
(2.21a) and (2.21b) is that W(tl) = L while w(ta) = 0; see 
Fig. 1. The symmetry relations (2.21a), (2.21b) and 
(2.22a), (2.22b) are easily obtained from Eqs. (5.9a) and 
(5.9b) in Ref. 65 and our expression (2.20) for w(r). We 
remark that in the limit ro ...... + 0 the matrix elements in 
(2.21a) exist and are finite, while those in (2.21b) tend to 
infinity; see Eqs. (4.5a)-( 4.5d) in Ref. 65. 

The elements of the matrix F(ro,r, ) can be estimated on 
the assumption that the following condition is fulfilled. 
There exists a path A connecting ra and r" along which the 
absolute value of exp [i w(r)] has precisely one extremum 
and for which the p integral, defined by (2.19), is much 
smaller than unity. This condition is in general fulfilled if ra 
and r! do not lie too close to the turning point ta' In Fig. 2 it is 
shown qualitatively how the path A may proceed. We have 
indicated by arrows on A the directions in which the abso­
lute value of exp [i w(r)] increases monotonically. On the 
real axis between to and fl' the absolute valueofexp [i w(r)] 
is constant. The estimates obtained for the diagonal elements 
ofF(ro,r!) are 

(2.24a) 
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ro c\ r; A 

r, 0. r2 
I •• I I I 

0 to t. 

FIG. 2. How the path A, used to obtain the estimates (2.24a), (2.24b) and 
(2.26a), (2.26b), may proceed from ro to r, and from '", to r2 , respectively, is 
illustrated qualitatively. The points r, and r; denote the positions of ex­
trema for lexp[i w(r) 11, and the directions in which this function increases 
monotonically are indicated by arrows. 

1F22(rO,r!) 1< exp[2 Iw(ro) 11 

X [! p + higher powers of p 1 (2.24b) 

if p ~ 1. According to these estimates and the symmetry rela­
tions (2.21a) and (2.21b) we thus have 

F l1 (ra,r):::;I, (2.25a) 

F I2 (rO,rl ):::;i, (2.25b) 

whereas the absolute values of the elements F22 (rO,r l ) and 
F21 (ro,r!) usually become very large, since the factor 
exp [2 Iw(ra) 11 rapidly increases when the point ro moves 
away from the turning point ta' 

Similarly, the elements of the matrix F(r2,r l ) can be 
estimated on a corresponding assumption; see Figs. 1 and 2. 
The estimates thus obtained for the diagonal elements of 
F(r2,rl ) are 

IF)) (r2,rl ) - 11 <p + higher powers of p, (2.26a) 

1F22(r2,r l ) I <exp{2 K(r2 )} 

X [! p + higher powers of p 1 , 

where p ~ 1 and K(r2) is defined by 

K(r2 ) = sr'iQ(r)dr = ST'IQ(r) Idr. 
11 11 

(2.26b) 

(2.27) 

Note that since the path A in the definition (2.19) of the p 
integral is different for (2.24a), (2.24b) and (2.26a), 
(2.26b), p does not denote the same quantity in (2.26a), 
(2.26b) as in (2.24a), (2.24b). Since p ~ 1 while in general 
!p exp[2 K(r2 ) 1 ~ 1, we obtain from (2.26a) and (2.26b) 

F,! (r2,r!):::; 1, 

F 22 (r2,rl ) ~exp [2 K(r2)], 

(2.28a) 

(2.28b) 

r2 being assumed to lie well to the right of t I' For clarifying 
illustrations of the estimates discussed above, we refer to 
Ref. 66. 

III. EXACT QUANTIZATION CONDITION 

Consider the radial Schrodinger equation (2.1), i.e., 
d 2./, 

d;+R(r)t/J=O, (3.1) 

where, with obvious notation, 

R(r) = (2ml1j2) [E - V(r)] -l(l + 1)1? (3.2) 

The boundary condition 

t/!(O) = 0 (3.3a) 
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selects a solution of the differential equation (3.1), which is 
unique except for an arbitrary constant factor. The further 
boundary condition 

.p(a) = 0, (3.3b) 

pertaining to the compressed atom enclosed in a sphere of 
radius a, yields a quantization condition. Thepro:blem of the 
compressed atom under consideration is thuS defined by the 
differential equation (3.1) with (3.2) and the boundary con­
ditions (3.3a) and (3.3b). 

In atomic problems it is in general appropriate to con­
sider the potential in which the electron moves to be real. 
Therefore, and also for the sake of simplicity, we restrict 
ourselves to assuming the potential VCr) in (3.2) and hence 
R (r), as well as the square Q Z (r) of the base function Q( r), 
introduced in connection with (2.5), to be real on the real r 
axis. We shall use the terminology "classically allOWed" and 
"classically forbidden" regions (in the generalized sense) 
for regions where Q Z (r) is positive and negative, respective­
ly, and we shall use the term "classical turning point" or 
simply "turning point" (in the generalized sense) for a point 
where Q2(r) = O.This conforms to the terminology intro­
duced on p. 34 in Ref. 65, although some notations used here 
are different, as explained in the beginning of Sec. II. 

We shall start by expressing the exact solution .p(r) ful­
filling the boundary condition (3.3a), i.e., .p(0) = 0, in 
terms of the two linearly independent phase-integral func­
tions defined by (2.2a)and (2.2b) with (2.3), where we 
choose q(r) to be givenby the first-order approximation of 
(2.5), i.e., q(r) = Q(r). When the conditions (2.8a) and 
(2.8b) are fulfilled, and QZ(r) is negative for sufticiently 
small, positive values of r (see Fig. 1), the coefficients a. (r) 
anda2(r) in (2.9a) and (2.9b),correspondingtoasolution 
.p(r) ofthe differential equation (3.1) fulfilling the bound­
ary condition .p(0) = 0, are given by the formulas 

a. (r) = F.2(r, + 0)a2( + 0), (3.4a) 

a2(r) = F22(r, + 0)a2( + 0). (3.4b) 

Inserting (3.4a) and (3Ab) into (2.9a) and using (2.2a) 
and (2.2b), we get the following expression for the exact 
solution .p(r) fulfilling the boundary condition (3.3a): 

.p(r) = (F.2(r, + 0)exp[2i w(r)] 

+ F22(r, + 0»)a2( + O)A(r), (3.5) 

where w(r) is defined by (2.3) with q(r) = Q(r). Introduc­
ing now the further boundary condition (3.3b), i.e., 
.p(a) = 0, pertaining to the compressed atom with the ener­
gy levels E~, we obtain from (3.5) the quantization condi­
tion 

Fu(a, + 0)exp[2i w{a)] + F22(a, + 0) = 0, E = E~. 
(3.6) 

If we let the radius a tend to infinity, the second term in the 
left-hand member of (3.6) becomes negligible compared to 
the first term, and we arrive at the quantization condition 
F.z( + 00, + 0) = 0 or, according to (2.17), Fu( + 0, 
+ 00) = 0, valid for the uncompressed atom; cf. Eqs. 
(10.13) and (11.17) in Ref. 65. Our aim is now to bring the 

which allows US to obtain the energy eigenvalues of the com­
pressed atom, and to ensure that the formula we obtain for 
the small energy shifts, caused by the compression, yields 
significant results . 

The qualitative~avior of the function Q 2(r) for the 
situation we are considering is illustrated in Fig. 1. Since in 
the present section we use the first-order approximation, we 
can choose the lower limit in the integral (2.3) to be the 
turning point to in Fig. 1, and thus we define w(r) by (2.20), 
i.e., 

w(r) = LQ(r)dr. (3.7) 

With the phase of Q(r) chosen as indicated in Fig. 1, we 
obtain from (3.7), when r 2 is a point lying to the right of the 
turning point t I in Fig. 1, the formula 

w(r2) =L - iK(r2)' r2>tl , 

whereL, defined by (2.23), i.e., 

i
t. 

L = Q(r)dr, 
to 

(3.8) 

(3.9a) 

is a positive quantity independent of rz but dependent on the 
energy, and K(r2 ), defined by (2.27), i.e., 

K(r2) = (";Q(r)dr= ("IQ(r)ldr, (3.9b) 
J" Jt l 

is a positive quantity dependent on r2 as well as on the ener­
gy. 

Considering the upper half of the complex r plane. let­
ting robe a point in the classically forbidden region to the left 
of to, letting r I be a point in the classically allowed region 
between to and t 1> and recalling that r 2 is a point in the classi­
cally forbidden region to the right of t. (see Fig. 1), we shall 
write in convenient forms first F.2(r2,rO) and F22(r2,rO)' 
when ro = + 0 and r = r2, and then the factor involving 
those quantities on the right-hand side of (3.5). To this pur­
pose we use the multiplication rule (2.15) with r replaced by 
r2 and the inversion formula (2.17) with r replaced by r l , 

getting the identities 

F I2(r2,rO) = -Fll (r2,r.)FI2 (rO,rl) 

+ FI2(r2,rl)Fll (rOtr.), 

F22(r2,rO) = -F21(rZ,rl)F12(rO,r.) 

+ F22(r2,rl)Fll (ro,r.). 

(3.10a) 

(3.10b) 

We next rewrite these identities with the aid of symmetry 
relations. Inserting (2.21a) and (2.22a) intO (3.10a), and 
inserting (2.21a) and (2.22b) into (3.10b), we obtain after 
some rearrangements 

F.2(r2,ro) = - i exp[ - f(L - !17') )(Fll(r2,rl) 

XFrl (ro,r.)exp[i(L - !17')] 

- Frl (r2,rl )Fll(rOtr.)exp[ - i(L - !17') n 

= 2 exp[ - i(L - !17') ] Im(Fll (r2,rl) 

(3.lla) 

exact quantization condition (3.6) into a convenient form, and 
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F 22 (r2,rO ) = exp[i(L - !1T)] 

X (F!2 (r2,r l )Ffl (ro,rl)exp[i(L - !1T)] 

+ F 22 (r2,rl )F11 (ro,rl)exp[ - i(L - !1T)]) 

= 2 exp[i(L - !1T) ]lm(iF!2 (r2,rl ) 

xFfl (ro,rl)exp[i(L - !1T) ]). (3.11b) 

With the aid of (3.8) we obtain from (3.lla): 

F 12 (r2,rO )exp[2i w(r2)] 

= - 2 exp[2K(r2 ) ]exp[i(L - 1T/2) ]lm(F11 (r2,r l ) 

xFfl (ro,rl)exp[i(L -1T/2)]). (3.12) 

We shall now rewrite (3.11 b) into a more convenient 
form. To this purpose we note that, by means of the symme­
try relations (2.22a) and (2.22b), the relation (2.16) yield­
ed by the determinant of the matrix F(r2,rl ) can be written 
as follows [cf. Eq. (6.11) in Ref. 65] 

Re(Ffl (r2,rl )F!2 (r2,r l » = l' (3.13) 

Therefore 
Ffl (r2,r l )F!z (rz,rt> = ! + i 1m [Ffl (rZ,r1 )F!z (rz,r l ) ] 

(3.14 ) 

Inserting (3.15) into (3.11b), we obtain 

Fzz(rz,ro) = - 2 exp[2 K(rz) ]exp[i(L - 1T/2)] 

X 1m [F11 (r2,r l )Ffl (ro,r l ) 

X exp[i(L - !1T) ](152 (rZ,r1 ) - iD I (r2,rl »)], 
(3.12') 

where 

151 (r2,rl ) = !exp[ - 2 K(r2) ]lJF11 (r2,rl ) 12, (3.16a) 

152 (r2,r l ) = Im(F!z (r2,r1 )exp[ - 2 K(r2) ]lFII (r2,rl »)· 
(3.16b) 

Adding (3.12a) and (3.12b), we obtain 

F l2 (r2,rO ) exp[2i w(r2)] + F 22 (r2,rO ) 

= - 2 exp[2 K(r2 )] exp[i(L - !1T)] 

X Im( [(1 + 152) - iDdFfl (rO,rl )£l1 (r2,rl ) 

Xexp[i(L - !1T)]). (3.17) 

Since the conditions (2.8a) and (2.8b) are assumed to be 
fulfilled, and since Q 2 (r) is negative for sufficiently small 
positive values of r, the relation (3.17) with (3.16a) and 
(3.16b) remains valid when ro- + 0, since all Fmatrix ele­
ments appearing in these formulas remain finite and well 
defined when ro- + 0; see Chap. 4 in Ref. 65. Putting 
ro= +0, we thus obtain from (3.17): 

F l2 (r2, + 0)exp[2i w(r2)] + F 22 (rZ' + 0) 

1819 

= - 2 exp[2 K(r2 )] 

Xexp[i(L - !1T)] IFl1 ( + O,rl )Fl1 (rz,r l ) I 
X([l +D2(r2,rj )]2 + [D j (r2,rl )]Z)I/z 

Xsin[2'(rz,E) -1T/2], (3.18) 
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where 

2' (r2,E) = L + arg Fl1 (r2,rj
) 

F11 ( + O,r l ) 

-arctan DI (r2,rl ) 

1 + 152 (r2,rl ) 

(3.19 ) 

It should be noted that all formulas (3.10)-(3.15) and 
(3.17 )-( 3.18) are identities and thus valid for any value of 
the energy. 

For later use we shall now give some formulas for the 
quantity defined by (3.19). From the definitions (3.16a) 
and (3.16b), the estimates (2.28a) and (2.28b), and thefact 
that exp[ - 2K(r2)] tends to zero as r2- + 00 it follows 
that D2(rz,rl ) is small compared to unity and that 15 1 (rz,r l ) 
tends to zero as r2 - + 00. From (3.19) it therefore follows 
that 
2'( oo,E) = L + arg[F11 ( + oo,r j )/F11 ( + O,rl )]. (3.20) 

Using (2.13)-(2.15) and (2.17), we find that 

!!... F11 ( + 00 ,r) 

dr F11 ( + O,r) 

d F2Z (r, + (0) 

dr F 22 (r, + 0) 

= F (+ 0 ) €o(r)Q(r)exp[2i w(r)] 
12 , + 00 2 • 

2i[F11 ( + O,r)] 
(3.21 ) 

Recalling that the quantization condition for the uncom­
pressed atom is F l2 ( + 0, + (0) = 0 [cf. Eqs. (10.13) and 
(11.17) in Ref. 65], we conclude from (3.21) that the quan­
tity FII ( + oo,r) / FII ( + O,r) varies rapidly with runless E 
is an eigenvalue of the uncompressed atom. With the aid of 
(3.20) we can rewrite (3.19) as follows: 

2' (r2,E) = 2' (00 ,E) _ (arctan 15 1 (rz,r l ) 
1 + Dz (r z,r I ) 

F 11 (r2,rl ) ) -arg , 
Fl1 ( + oo,r I ) 

(3.22) 

and hence we obtain 

(3.23 ) 

and 

2' (r2,E) = 2' (a,E) _ (arctan 15 1 (rz,r j
) 

1 + Dz(r2,rl ) 

-arg Fl1 (r2,rl ) ) 

F11 ( + oo,r I ) 

+ arctan _--,1,-,-;".,,:,;_ ( 
15 (a,r l ) 

1 + D2 (a,r l ) 

F l1 (a,r l ) ) - arg . 
F 11 ( + oo,r l ) 

(3.24) 

As we shall see in Sec. V, the factors multiplying the sine 
in (3.18) are all different from zero when r2 1ies well to the 
right oft l • If the point a also fulfills that condition, the quan­
tization condition (3.6) is thus equivalent to 
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sin[2'(a,E) -1T12] = 0, E = E~. (3.25) 

Therefore the exact quantization condition for the com­
pressed atom is 

2'(a$~) = (s + P1T, (3.26) 

where s is an integet, which is non-negative, since the dom­
inating term in the expression (3.19) fdr 2'(r2$), whenE 
is an Cligenvalue, is the positive term L. The exact quatttiza­
tionc6ndition for the uncompressed atom is 

2'(oo,E;') = (S+!)1T. (3.27) 

Subtracting (3.27) from (3.26) and using (3.23), we obtain 

2'(00$~) - 2'(00$;) 

( tan 
61(a,rl) F ll (a,r1) ) = arc -arg . 

1 + 62(a,r1 ) Fu( + oo,r) E=E: 
(3.28) 

This is a convenient exact relation from which an approxi­
mate analytic expression for the energy shift will be derived 
in Sec. V. 

IV. EXACT FORMULA FOR THE NORMALIZATION 
INTEGRAL 

We shall now assume that the function R (r) in the dif­
ferential equation (2.1) depends on a parameter E, which 
can for the moment be left unspecified. Let 1/!( r) and ~(r) be 
solutions of the differential equation such that 

and 

",(0) = 0 for every E, 

~(a) = 0 for every E, 

"'(r) = ~(r) for E = E:, 

(4.1 ) 

(4.2) 

(4.3) 

E: being an eigenvalue of the differential equation for the 
interval (O,a); see (3.3a) and (3.3b).Under these assump­
tions one obtains from the work by Furry68 and Y ngve69 the 
formula 

[( 
aR(r) ["'(r) ]2) dr = ( dW(E») , 

o aE E=E: dE E=E: 
(4.4) 

where WeE) is the Wronskian 

WeE) = "'(r)~'(r) - ~(r)1/!'(r), (4.5) 

a prime denoting differentiation with respect to r. In the 
particular case when R(r) is given by (3.2), formula (4.4) 
simplifies to a formula for the normalization integral: 

[ [ "'(r,E~)]2 dr =!!:...( dW). (4.6) 
o 2m dE E=E: 

The wave function "'(r), which fulfills the boundary 
condition (4.1), and its derivative y;' (r) are given by (2.9a) 
and (2.9b) with/l(r),h(r) given by (2.2a), (2.2b), and 
(2.3), anda l (r), a2 (r) given by (3.4a) and (3.4b). Similarly 
the wave function ~(r), fulfilling the boundary condition 
(4.2), and its derivative ~'(r) are given by 

~(r) = 01 (r)/l (r) + 02(r)h(r), 

fij'(r) = 01 (r>li (r) + 02(r)/2 (r), 

where the condition (a < 00) 
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(4.7a) 

(4.7b) 

0z(a) = - [/l(a)/lz(a)]ol(a) 

= - exp[2i weal 101 (a) (4.8) 

must be fulfilled because of the requirement (4.2) and the 
definitions (2.2a) and (2.2b). 
_ We shall now evaluate the Wronskian (4.5) of 1/!(r) and 
"'(r). Inserting (2.9a), (2.9b), and (4.7a), (4.7b) into 
(4.5), we obtain the formula 

W= (alaz-ail1)(ld~ -Idl>, 
which, with the aid of (2.4), can be written 

(4.9) 

W= -2i(alaZ -aZal ). (4.10) 

It is well known that the Wronskian Wis independent of 
r, and we can therefore evaluate it for T = a. Inserting thus 
(3.4a) and (3.4b) with T = a and (4.8) into (4.10). we ob­
tain 

W = 2i(F1z (a, + 0)exp{2i w(a)] 

+ Fzz (a, + 0) )az ( + O)al (a). 

The requirement (4.3) implies that 

al(a) =al(a) for E=E:, 

which combined with (3.4a) yields 

( 4.11) 

( 4.12) 

0l(a) = Fda, +0)a2( +0) for E=E:. (4.13) 

Using (4.11 ) and (4.13), and recalling the quantization 
condition (3.6), we obtain from (4.6) 

[ [",(r;E:) p dr 

= ifi![ [az( + 0) j2F12 (a, + 0) ~FI2(a, + 0) 
m aE 

Xexp [2i weal] +F22(a, +O»]E=E:' (4.14) 

Inserting (3.18) with r2 = a into (4.14), and recalling that 
the eigenvalues E: must fulfill the quantization condition 
(3.25), we obtain 

ia["'(r;E~)p dr 

2ilf[[ 2 . = - -;;;- a2 ( + 0) I exp[2K(a)] 

Xexp[i(L -1T12]Fda, + O)IFI1 ( + 0,T1) 

XFll (a,r1) 1([ 1 + 62 (a,r1) 12 + [61 (a,Tl ) F)1/2 

X : sin[2'(a,E) _!!...]]. (4.15) 
dE 2 E=E: 

From (3.11a) withro= +Oandr2=aweobtain 

F I2 (a, + 0) 

= 2 exp[ - i(L - 1T/2)] IFll (a,rl)Fu ( + O,rl) I 

XSin(L -!!... + arg F l1 (a,r l ) ). (4.16) 
2 F H ( + O,rl ) 

With the aid of (3.19), (3.26), and (3.16a) we obtain from 
(4.16) whenE=E: 
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2 exp[ - i(L 

2 exp( - i(L - 1T12)] IF\I (a,r l )F\I ( + 0,r1 ) I sin (S1T + arctan 0] (a,r)) ) 
1 + 02(a,r l ) 

[ . 12! F 1< 1 s °l(a,r l ) 2exp -l(L-1T )]FlICa,rl ) lI(+O,rl ) -) { 2 2}1/2 
[1 +02(a,r j )] + [D1(a,rl )] 

(-1)' exp[ -i(L-1T12)]exp[ -2K(a)JiFlI( +O,rl)1 E=Eu. 
IFIl(a,rl)I{[1 +D2 (a,rl )J 2 + [OI(a,r l )J 2}1/2' , 

Inserting (4.17) into (4.15) and using the exact quantization condition (3.26), we obtain 

La uf ([ (1 )]2 Bx (a E) ) [¢(r;E:)fdr=- a2 (+0)exp --1Ti iFl1(+O,r]W ' _ a' 

o m 4 aE E-- E, 
For the uncompressed atom, i.e., for a = 00, we obtain from (4.18) 

('" 2'r,?([ (1 )]2 2 BXaCEoo,E) )E,,'-E:- . Jo (¢(r;E;,)r dr =--;;,;- a2 (+0)exp -4i 1F1I(+0,r j )i -0

0

-

Introducing the normalization conditions 

f (¢(r;E:)]2 dr = i oo 

(¢(r,E n r dr = 1, 

we obtain from (4.18) and (4.19) the exact formula 

[ a2 ( + O;E:)] 2 - [02 ( + O;E s'" )] 2 

[a l ( + O;E:)] 2 

1/[ al( + O;E s"')]2 1/[ a2( + O;E:)]Z 

1/ [ a2 ( + O;E s'" ) P 
(iFn( +O,r]WaX(oo,E)/aE E;' -(IFn( +O"IWaX(a,E)laE)E=E~ 

(lFll ( + O,r] wax (00 ,E)/BE )E= E;" 

(4.17) 

( 4.18) 

( 4.19) 

(4.20) 

(4.21 ) 

for the relative change of the square of the normalization factor of the wave function, due to the compression of the atom. 

V. DERIVATION OF APPROXIMATE FORMULAS FOR 
THE ENERGY SHIFT DUE TO THE COMPRESSION OF 
THE ATOM 

We shall first derive a sufficiently sharp estimate for the 
last term on the right-hand side of (3.22). Using (2.13), 
(2.14), (2.22b), (3.8), (3.15), and the definitions (3.16a) 
and (3.16b), we obtain 

B 
-Fu(rz,r]) 
Br2 

i.e., 

= Mil (rz)F11 (r2,r]) + M1z(rz)Fz] (rz,r l ) 

= ~iQ('2 )Eo(rz) (P1I (r2,r]) 

+exp[ -2iw(rz)]Fz1(rZ,rl») 

= ~iQ(r2)Eo(rz)F!l (r2,r])(1 - i exp[ 2 K(r2 ) J 

XF!2 ('2,r1 )IF1 ] ('2"1») 

= ~iQ(r2)Eo(r2)Fll (r2,rl ) 

X(1 + Oz(rz,r1) - ;OI(rZ,'I»), 

a 
-In Fl! (r2,rl ) 

Br2 

= YQ(rz)Eo(r2)(1 + D2 (r2,r]) - iD} (r2,r1»). 

From (5.1) it follows that 
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(5.1 ) 

In Fll ( + oo,r I) - In FI I ( r 2>r I ) 

= f'" J... iQ(r2 )Eo(rz)(1 + Dz(r2,r1 ) - iD1 (r2,r1»)dr2' 
r, 2 

.- (5.2) 

In the integrand of (5.2), 0] (r2,r1 ) and iQ(rz ) are positive, 
and Eo(rz) and 02(rZ,r1 ) are real. Hence, taking the imagi­
nary part of (5.2), we obtain 

Using the definitions (3.16a) and (3.9b) and the estimate 
(2.26a), we obtain from (5.3) the estimate 

I FH (r2,r]) \ arg 
Fll ( + oo,r I ) 

< exp[ - 2K(r2 )J 

X J:lco(rz)Q(rz)!drz4';exP[ 2K(r2 )]· (5.4 ) 

For a discussion of the smallness of the f1 integral in the 
second member of (5.4) [cf. (2.19) J we refer to Refs. 65 and 
66. The result (5.4) is a crucial estimate that makes it possible 
to neglect the second term in the right-hand memberoj(3.28), 
as will be demonstrated below. 
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From the definitions (3.16a), (3.16b) and the estimates 
(2.26a) and (2.26b) it follows that 151 (r2,rl) is approximate­
ly equal to exp[ - 2K(r2»)/2 and that 152 (r2,rl ) is much 
smaller than unity. Thus we have 

arctan 151 (r2,rl) ::::..!...exp[ - 2K(r2)] . (5.5) 
1 + cS2(r2.rl) 2 

By means of (5.4) and (5.5) with r2 = a we obtain from 
(3.28) the approximate formula 

.2" ( IX),E:) - .2" (IX),E;") ::::!exp[ - 2K(a)], (5.6) 

where, because of the approximations introduced, it is ap­
propriate to evaluate K(a) for E = E;" . 

Since the difference E: - E;" is very small, we can re­
place the left-hand member of (5.6) by the first term in its 
Taylor series, getting 

[ a.2"(IX),E) ] (E:-E;")::::..!...exp[ -2K(a)]. 
aE E=E: 2 

(5.7) 

Considering the quantum number s as a continuous variable, 
we obtain from the quantization condition (3.27) the ap­
proximate formula 

[ 
a.2" ( IX),E) ] 'IT' 

aE E-E: = dE;"/ds (5.8) 

by means of which we obtain from (5.7) the approximate 
formula 

1 dE"" 
E:-E;,,::::--S-(exp[ -2K(a)])E=E~' (5.9) 

2'1T' ds • 

The quantity dE;" / ds can be obtained from spectrosc~pic 
data for an actual uncompressed atom or from calculated 
values of E;" for a model of the uncompressed atom. 

We shall now derive an alternative approximate for­
mula for E: - E;" by evaluating the left-hand member of 
(5.6) in another approximate way. For the bound states, Lis 
at least of the order of unity, while the absolute values of 
FII ( +0,r1) -1 and Fll ( + IX),rl) -1 are much smaller 
than unity according to the estimates (2.24&) and (2.26a) 
with fo = + 0 and r2 = + IX). Hence the absolute value of 
arg[Fu( + IX),r1)/Fu ( +0,r1)] is much smaller thanL. It 
is reasonable to assume that the same istrue for the energy 
derivatives of these two quantities, and therefore the energy 
derivative of L+arg[Fll ( + IX),r1)/Fll ( +O,rl )] is ap­
proximately equal to the energy derivative of L. One can also 
express this by saying that arg[F11 ( + IX),r1)IFu ( + O,rl)] 
changes much more slowly than L. when the energy changes. 
From (3.20) it therefore follows that the expression in the 
left-hand member of (5.6) can be approximately replaced by 
L (E:) - L (E;") . Thus we obtain 

L (E:) -L (E;")::::!exp[ -2K(a»E_E:' (5.10) 

Approximating the left-hand member of (5.10) by the first 
term in its Taylor series, we obtain 

Ea_E",,=(exP[-2K(a)]). (5.11) 
S S 2aLlaE E=E: 

Assuming that Q 2 (r) - R (r) is independent of E, we obtain 
from (3.9a) and (3.2) 
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(5.12) 

We remark that when Q 2(r) is equal to R (r), the quantity in 
the right-hand member of (5.12) is equal to T 1(21i), where 
T is the time for a complete classical oscillation forth and 
back in the radial potential well. Inserting (5.12) into 
(5.11), we obtain 

E:-E;"::::~( exp[ -2K(a)]) . (5.13) 
2m S~~ Q -1(r)dr E-E: 

The denominator in (5.13) can be calculated when the phys­
ical potential VCr) is assumed to be known, and a convenient 
expression for Q2(r) - R(r) is used; see (3.2). 

The generalization to phase-integral approximations of 
arbitrary order will be considered in Sec. VIII of the present 
paper. However, we remark already at this point that the use 
of higher-order phase-integral approximations in (5.9) 
changes only the expression for K(a), while in (5.13) also 
the denominator in the right-hand member changes. 

VI. DERIVATION OF A,. APPAOXIMATE fORMULA FOR 
THE RELATIVE CHANGE oF'rIiJ NO,-ALIZEDWAVE 
FUNCTION, DUE TO THE COMPRESSION OF THE ATOM 

According to (2.24&) we have theeltimate 

Fu( +0,r1) = 1 +0(",) (6.1) 

and hence 

IF (+ 0 r ) 12 a.2" (a,E) 
11 , 1 aE 

= a.2"(a,E) + O( ) a.2"(a,E) . 

aE '" aE 
(6.2) 

In the right-band member of (6.2) the term 0<1-') 
a.2"(a,E)/aEis much smaller than the terma.2" (a,E)/aE, 
and therefore 0(",) a.2" (a,E) 1 aE should change much 
more slowly than a.2" (a,E)/aE when the radius a and the 
energy E change, unless strange ~cellations occur. There­
fore we obtain from (4.21) the approximate formula 

[a2( + 0,E:)]2 - [a2( + O,E;") ]2 
[a2( + 0,E:)]2 

[a.2"( IX),E)/aE ]E=E: - [a.2"(a,E)/aE ]E_E: --
(6.3) 

From the quantization condition (3.26) one obtains the ap­
proximate formula 

with the aid of which (6.3) gives the approximate formula 

[ a2 ( + O;E ~) ] 2 - [a 2 ( + O;E ;" ) ] 2 = 1 _ dE;" Ids. 

[a2( + 0;E~)]2 dE~/ds 
(6.5) 

Putting 

a2 ( + O,E ~) + a2 ( + O,E;" ) :::: 202 ( + O,E ~), (6.6) 
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we obtain from (6.5) the approximate formula 

a2( + O;E:) - a2( + O;E s"") = l. (1 _ dEs"" IdS). 

az( + O;E:) 2 dE:lds 
(6.7) 

This simple formula for the relative change of the normal­
ized wave function, due to the compression of the atom, is 
not quite unexpected, in view of the known formula for the 
normalization factor of an atom; see Eq. (24) in Ref. 79. 

VII. DISCUSSION OF APPROXIMATE EXPRESSIONS 
FOR THE WAVE FUNCTION OF THE COMPRESSED 
ATOM 

For the purpose of the investigation in the present paper 
it is not necessary to have approximate expressions for the 
wave function f/!(r) in the intervals O<r < to, to < r < t l , and 
t I < r<a, but it is instructive to discuss the effect of the com­
pression of the atom on the approximate expressions for the 
wave function in these intervals. 

By means of the inversion formula (2.17) and the basic 
estimates (2.1Sa) and (2.1Sb) we obtain from (3.5) theap­
proximate formula 

(7.1 ) 

The wave function in the interval to < r I < t I can then be 
obtained by means of the connection formula which is given 
by Eq. (S.21) in Ref. 65. The result can be written 

f/!(r1h::;;az( + O)exp( - i1r/4)(exp( - hrl4)/I(r l ) 

+ exp( + i1r/4)/z(r1»), to<r1 <fl' (7.2) 

We shall now consider the wave function in the interval 
tl <r2<a. For E =E: we obtain from (3.1S), (3.24), and 
(3.26) 

F 12(rz, + 0)exp[2iw(r2)] + FZ2 (r2, + 0) 

= 2 exp[2K(r2) ] exp{i [L - (s + !>1T]} 

X IFlI ( + 0,rl )FlI(r2,rl )I 
X([ 1 + 5z(r2,r1) P + [51(r2,r1) ]2)1/2 

XSin[(arctan 51 (r2,r}) ) _ arg FH (r2,r1 ) 

1 + 52 (r 2,r 1 ) FIl ( + oo,r 1 ) 

-(arctan 5 1(a,r l ) -arg FlI (a,r1 ) )], 

1 + 52 (a,r l ) Fll ( + oo,r l ) 

E=E:. (7.3) 

When exp[ -2K(a)]«1 we obtain from (3.19), (3.26), 
(5.5), (2.24a), and (2.26a) 

(7.4 ) 

and when exp[ - 2K(r2 )] « 1 we obtain from (3.16a), 
(3.16b) and (2.26a), (2.26b) 

([1 + 52(r2,r)]2 + [8)(r2,r)]2)112::::;1. (7.5) 

Using (7.4), (7.5), (2.24a), (2.26a), (5.4), and (5.5), we 
obtain from (7.3) the approximate formula 
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F 12(r2, + O)exp[2i w(r2)] + F22(r2, + 0) 

::::;2 exp[2 K(r2) ]sinHexp[ - 2 K(r2 )] 

- !exp[ - 2 K(a)]) 

::::;exp[2 K(r2 ) ](exp[ - 2 K(r2)] - exp[ - 2 K(a)]) 

= 1 - exp{ - 2[K(a) - K(r2)]}, 

t} < r2<a, exp[ - 2 K{r2)] « 1, E = E:. (7.6) 

Inserting (7.6) into (3.5) with rreplaced by r2, we get 

f/!(r2) ::::;(1 - exp{ - 2[K(a) - K(rz) ]})a2( + 0)/2(r2 ), 

tl <r2<a, exp[ - 2 K(r2)] « 1, E = E:. (7.7) 

In the last member of (7.6) and in (7.7) the quantity 
exp{ - 2[K(a) - K(r2 )]} is significant compared to unity 
only as long as r2 does not move away too far from a. Hence, 
when the point r2 lies sufficiently far away from the point a, 
one should replace (7.7) by 

f/!(r2) ::::;a2( + 0)/z(r2), tl < r2 < a, 

exp[ - 2K(a)] «exp[ - 2K(r2)] « 1, E = E:. 
(7.S) 

From (7.1), (7.2), (7.7), and (7.S) we see that the 
compression of the atom affects not only the energy and the 
normalization factor but also the analytic form of the phase­
integral expression for the wave function in the part of the 
interval t) <r<a, where exp[2 K(r) - 2 K(a) J is not too 
small compared to unity. We also remark that the formulas 
(7.1) and (7.S) are in agreement with the result that for an 
uncompressedatom f/!(r) ::::;a2( + 0)/2(r) for E = E;' when 
r lies well to the left of to as well as when r lies well to the right 
of t); see Ref. 70. 

VIII. GENERALIZATION TO APPROXIMATIONS OF 
ARBITRARY ORDER 

We assume that the function R (r) in the differential 
equation (3.1) fulfills the condition (2.Sa) and that the base 
function Q(r) is chosen in agreement with the condition 
(2.Sb). The arbitrary-order phase-integral approximation, 
obtained from (2.2a), (2.2b), (2.3), (2.5), (2.6a)-{2.6c) 
[for 2N + 1 = 1,3,5], and (2.7), remains then valid in the 
neighborhood of r = O. 

Assuming that on the positive real r axis the function 
Q 2{r) has two well-separated zeros to and t l , between which 
Q 2 (r) is positive, and choosing the phase of Q (r) as shown in 
Fig. 1, we introduce the definitions 

L=l.f q(r)dr, (S.l) 
2 Jr 

where r is the closed contour of integration shown in Fig. 1, 
and 

K(rz) = l. i f q(r)dr, 
2 Jr<r2 ) 

(8.2) 

where r(r2 ) is the nonclosed contour ofintegration shown 
in Fig. 1. With the aid of (2.5) we can rewrite (S.2) into the 
form 

N 

K(r2 ) = I K (2n + I) (r2)' (S.3 ) 
n=O 

where 
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K(2n+I)(r2) =-i Y2nQ(r)dr. · 1 i 
2 r(r,) 

(8.4) 

For N = 0 the definitions (8.1) and (8.2) go over into 
(3.9a) and (3.9b), respectively. 

The results in the previous sections of the present paper 
can now directly be generalized to apply to phase-integral 
approximations of arbitrary order. To this purpose it is only 
necessary to replace the definitions (3.9a) and (3.9b) by the 
more general definitions (8.1) and (8.2), respectively. The 
results (5.9) and (6.7) remain then valid, while in (5.13) 
one has to replace the integral over Q -I (r) from tl to t2 by 
halfoftheintegralofq-I(r) over the contour r; seeEq. (9) 
in Ref. 80. We note that the order of the phase-integral ap­
proximation used enters into (5.9) only via the value of 
K(a), obtained from (8.2) with (2.5)-(2.7), but does not 
appear at all in (6.7) unless the eigenvalues are calculated by 
means of the phase-integral method. 

IX. APPLICATION TO A HYDFlOGENIC ATOM 

For a hydrogenic atom with the charge number Z the 
potential VCr) in (3.2) is the attractive Coulomb potential 

VCr) = - Ze2/r, cgs units, (9.1) 

where eis the electron charge. Choosing Q 2(r) according to 
(2.8b'), we obtain from (3.2) and (9.1) 

Q2(r) = R(r) __ 1_ = 2m [E _ V(r)] _ (I + !)2 
4r If r 

(9.2) 

WhenQ2(r) is chosen according to (9.2), thequantiza­
tion condition 

(9.3) 

where L is defined by (8.1), yields the energy levels of the 
uncompressed hydrogenic atom exactly in the first-order ap­
proximation (according to pp. 117-119 in Ref. 65), and 
since the higher-order contributions to L vanish, the exact­
ness remains in all orders of approximation. Inserting Q(r), 
obtained from (9.2) and with the phase shown in Fig. 1, into 
( 8.1 ), and introducing instead of the electron charge e the 
Bohr radius ao defined by 

ao = 1f/(me2), cgs units, 

we obtain 

[( 
Z21f/(ma~) )112 ( 1)] 

L= - 1+- ~ 
-2E 2 

(9.4) 

(9.5) 

Inserting (9.5) into (8.3), we find that the energy levels of 
the uncompressed hydrogenic atom are given by the well­
known exact formula 

E;' = - [Z2If/(ma~)]l2n2, 

where 

n=s+l+l 

(9.6) 

(9.7) 

is the principal quantum number for the uncompressed hy­
drogenic atom. We now introduce the effective principal 
quantum number na for the compressed hydrogenic atom by 
writing in analogy to (9.6) 
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E ~ = - [Z 21f / (ma~ ) ]l2n;. (9.8) 

As a tends to infinity, na must obviously tend to n. 
From (9.6)-(9.8) we obtain the exact formula 

E~-E;' n(na+n)(na-n) 
(9.9) = 

dE;'/ds 2n~ 

Noting that na is very close to n (since (l is assumed to be 
sufficiently large), we obtain from (5.9) and (9.9) the ap­
proximate formula 

na - n = (1I21T)(exp[ - 2K(a) ])E=E;'" (9.10) 

We shall now evaluate the quantity K(a) for E = E;' 
up to ~he third-order appt'oxim~tion. To that putpoSe it is 
convenient to introduce as unit oflength aolZ, which is "the 
radius of the first Bohr orbit" for the hydrogenic atom with 
the charge number Z. Therefore we define 

(9.11) 

andputE=E;' in (9.2). From (9.1), (9.2), (9.4), (9.6), 
and (9.11) we obtain 

( 
1 2 (1 + !)2 )112 

Q(r)dr= --+-- Or E=EOO. 
n2 r r ' S 

(9.12) 

It can easily be shown that the functions Y2n in (2.6a)­
(2.6c) can be expressed in terms of the variable r and the 
quantum numbers n and I. HenceK(a), given by (8.3) and 
(8.4), can be expressed in terms of the quantum numbers n, 1 
and the parameter 

a = Za/ao. (9.13) 

With the aid of (2.6a), (2.6b), (2.7'), (9.11), (9.12), and 
(9.13), and with due regard to the contour of integration 
r(r2 ) shown in Fig. 1, we obtain from (8.4) with r2 = a> t l , 

after the resulting integrals have been evaluated in the first 
and third order, 

exp[ - 2 K (1)(a)] 

= ( a - n2 + naIQ(a) I )n 
a - n2 

- naIQ(a) I 
x( a - (1 + p2 - (l + paIQ(a)1 )1+ 112 

a - (1 + !)2 + (1 + DaIQ(a)1 

xexp[-2aIQ(a)I], E=E;" (9.14a) 

2K(3)(a) 

1 
=----------~------~ 12[n2 - (1 + !)2] [aIQ(a)I]3 

where 

x( - a 3/n2 + 602 
- 3(1 + !)2a2/n2 

- 3n2a - n2 (1 + !)2 + 2(1 + !)4), E = E;', 
(9.14b) 

aIQ(a)1 = (a2/n2 - 2Q + (l + !)2)1/2, E=E;'. 
(9.15) 

In Fig. 3 the accuracy of (9.10), with (8.3) for r2 = a 
andN = o and I, (9. 14a), (9.14b), and (9.15), is illustrated 
for the states Is (n = 1, 1 = 0), 2s (n = 2, 1 = 0), and 2p 
(n = 2, 1 = 1). The exact values of na were'obtained from 
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FIG. 3. The relative error of na - n, i.e., 

[(na - n)appm, - (na - n)exaet l/(na - n)exaet 

= [(no )jlPProx - (no ) exact ]/(na - n)exact' 

is plotted against aln2 = Zal(aon2) for the states Is (n = I, 1= 0), Zs 
(n = 2, 1=0), and 2p (n = 2, I = I). The figure is based on the choice 
(9.2) ofQ2(r). As the radius a tends to infinity, na tends to n, which is the 
principal quantum number for the uncompressed hydrogenic atom. Full­
drawn lines correspond to positive errors and broken lines to negative er­
rors. It should be mentioned that each cusp in the figure actually corre­
sponds to an error equal to zero, although for practical reasons this is not 
seen in the figure. The curves with the notations (Is), (2s), and (2p) give 
results of the first-order phase-integral approximation, and the curves with 
the notations Is, Zs, and 2p give results of the third-order phase-integral 
approximation. C~aracterizing the position of the right-hand turning point 
by the parameter t, = Zt,lao, we have 

_ (2.12, for Is, 
t~ = 2.03, for Zs, 
n 2.25, for 2p. 

(9.8) with the use of numerically calculated values of E~. 
From Fig. 3 it is seen that we obtain in general a considerable 
improvement of the accuracy by taking the third-order cor­
rection into account. Furthermore, as the radius a decreases, 
the approximations finally deteriorate and in fact break 
down when a comes too close to the turning point t \. 

For fixed lone finds from (9.6), (9.7), and (9.8) that 
the ratio of the increase of the energy level E:, due to the 
compression and the energy difference between the uncom­
pressed energy levels with the quantum numbers sand s + 1 
is approximately 

E~ -Es'" = 2(n + 1)2 (no -n). 

E s"'+ I - E:, n (2n + 1) 
(9.16) 

The factor in front of no - n in the right-hand member of 
(9.16) is a monotonically decreasing function of n which is 
equal to ~ for n = 1, equal to ~ for n = 2, and equal to 1 for 
n = 00. The ratio in the left-hand member of (9.16) is there­
fore roughly equal to no - n. 
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An investigation of (nonadditive) scattering invariants in classical mechanics 
and quantum theory by differential topological methods 

Manfred Requardt 
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The structure of invariants of the scattering transformation in (relativistic and nonrelativistic) 
classical mechanics and quantum theory is investigated and a constructive approach to finding 
and classifying them by exploiting and developing certain differential topological methods is 
provided. While, in the form of various by-products, results about the perhaps better known 
so-called additive scattering invariants are (re) derived, the primary concern here is with the 
less well-known nonadditive (i.e., several particle) conserved quantities. 

I. INTRODUCTION 

The computation of the so-called integrals of motion in 
the classical mechanics of mass points is both a very old and 
(at least in general) difficult problem. It is well known that 
the number of independent integrals of motion for a closed 
mechanical system with n degrees of freedom is 2n - 1 (cf. 
Ref. 1) with an additive time constant being eliminated. For 
a Hamiltonian system a functionfEC 1 depending on the posi­
tions {qk} and momenta {Pk} is an invariant along every 
path of motion iff 

df =af + {H,f} =0 
dt at 

with H the Hamiltonian and 

{H,f} = I aH . af _ aF . af. 
k aN aqk aqk apk 

(1.1 ) 

( 1.2) 

Since we are in the following primarily dealing with sys­
tems in the usual Cartesian space we alter the notation 
slightly denoting positions by Xk , momenta by Pk,Xk,PkER3 

with Pk = m k • X k' This implies that we will not rely on the 
heavy abstract machinery being developed, for example, in 
the book of Abraham2 and more recent ones devoted to the 
study of the properties of general dynamical systems. In­
stead we would like to emphasize a certain conceptual rela­
tionship between the things we will discuss and related prob­
lems in quantum scattering theory and quantum field 
theory. 

In this more general context one is interested in symme­
tries of the scattering matrix S and how classical mechanics 
fits in a very natural way into this general scheme. One can 
then ask a slightly more general question. Instead of looking 
for physical quantities conserved along the whole path of the 
system (with the necessary modifications of this picture in 
quantum theory) one can direct one's attention to symme­
tries or invariants of the S matrix, that is, observables asymp­
totically invariant under time evolution and approaching the 
same limits along each trajectory for time t -+ ± 00. Investi­
gations of the long time phenomena within classical mechan­
ics by means of notions and strategies developed originally in 
quantum scattering theory can be found, e.g., in Refs. 3-6. 
We want, however, to remark that our approach is so general 
that it can be easily extended to more abstract dynamical 
systems. 

We assume an interacting and a free time evolution to be 

given defining flows ifJ,,(/J?: 
ifJ,: (x(O) ,p(O») -+ (x(t) ,p(t»), x,pER3n

• (1.3) 

We define the so-called "Moller transformations" !1 ± ' 

!1+: = lim ifJ-,'ifJ?, (1.4 ) 
- t--=t=oo 

assumed to exist on certain sets D ± C R6n
, which we expect 

to be the set of initial conditions of all the free orbits up to 
certain sets of Lebesque measure zero. 

As in quantum theory the situation can be relatively 
easily controlled in the two-body case or for single particle 
scattering in an external potential. For the n-particle case 
one has in principle to admit for the possibility of various 
channels, i.e., clusters of "bound" particles moving freely in 
the limits t -+ ± 00. While in our approach the number of 
particles (resp. clusters) moving to infinity for t -+ + 00 is 
allowed to differ from the number of "ingoing" ones, we 
prefer to not overburden the formalism with these details 
and assume that all particles are unbound as t -+ ± 00. (The 
necessary machinery to deal with bound clusters of particles, 
e.g., channel Hamiltonians, cluster decompositions and all 
that, can be found in Ref. 5 and is basically the same as in 
quantum scattering.) Thus we have to exclude the initial 
conditions for the free comparison dynamics (note that 
these are the phase space coordinates at t = 0), where some 
of the relative momenta are zero. With this proviso we as­
sume the admissible initial conditions to be R6n up to sets of 
measure zero (as to more details and the various notions of 
asymptotic completeness in the single particle case we refer 
the reader, for example, to Chap. XI.2 of Ref. 4). 

The S transformation defined by 

S: = (fL)I-t)'!1+ (l.5) 

then maps free asymptotes at t = - 00 onto the correspond­
ing ones at t = + 00. The free orbits 

( 1.6) 

are mapped by the Moller transformations onto the corre­
sponding time zero coordinates of the interacting system 

!1±: {x?'P;}-+{Xi (O),Pi (O)} 

called 

and the S transformation 

(1. 7) 
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S: {XJ11' ... ,x"P,,} .... {x;p; , ... ,x~p~} ( 1.8) 

(where for notational simplicity we supress the superscript 
0). 

Remark: We discuss only the case of short-range poten­
tials. For long-range potentials the asymptotes have to be 
slightly modified (cf. Ref. 4 Chap. XI.9). 

Definition 1: Invariants of the S transformation are 
functions F such that (s. t. ) 

(i) F(XJ11'···,x"p,,) = F(x;p; , ... ,x~p~), (1.9) 

where the coordinates on the Ihs and rhs are the pairs occur­
ring in a scattering event with the additional property of 
being constant along free paths; i.e., 

(ii) F(xr (t)Pl> ... ,x~ (t)p,,) = F(xr (t ')Pl>···'x~ (t ')p,,) 
( 1.10) 

(in principle we could admit an F', n',different from F,n on 
the rhs). 

Perhaps a little bit surprisingly, quantum and quantum 
field theory (without spin) can be treated along the same 
lines. We assume a self-adjomt operator Q to be given on the 
n-particle states of the free time evolution. If Q is the gener­
ator of a symmetry it usually can be represented on the free 
states by a certain sum of terms consisting of products of 
functionslt (x 1, ••• ,x" ) and expressions in ax , ... ,ax , i.e., , . 

Q ~ Lit (x 1,···,x,,) ·PI (a1,···,a,,). (1.11) 
I 

If Q commutes with S we have 

(rp,s.Qf/!) = (Qrp,Sf/!), ( 1.12) 

which implies for the scattering amplitUde S(x1, ••• ,x,,; 
x; , ... ,x~) (actually a certain distribution) 

{ ~.t; (x1,···,x" ),PI (ax, , ... ,ax.) - ~.t; (x; , ... ,x~) 
J J 

(1.13) 

and a corresponding expression in momentum space which 
is particularly useful for symmetries commuting with the 
space translations. In this special case we get 

{P(Pl"."P,,) - P(p; , ... ,p~ )}'S(p;p') =0. (1.14) 

If there is scattering at all, i.e., a certain open set on the 
scattering manifold where S(P;p') is nontrivial, the expres­
sion in the curly brackets has to vanish identically on this set, 
a situation completely analogous to the classical one. 

The investigation of symmetries of the S matrix fo­
cussed mainly on so-called additive or summation invar­
iants, notions being explained later, leading to perhaps a lit­
tle bit puzzling: "no go theorems," usually of the tenor that 
there exist no more additive invariants (apart from inner 
symmetries) than the a priori ones already known. In quan­
tum field theory many papers were initiated by a result of 
this type by Coleman and Mandula 7 (cf. also Refs. 8 and 9 
and previously Ref. 10). As to classical mechanics the his­
tory is of course much longer and we want to give only a few 
references. Results of this type have been of particular inter­
est in kinetic gas theory (cf., e.g., Refs. 11 and 12), and 
belonged in a certain sense to the general folklore in this 
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field. The situation was then more carefully studied by 
Grad,13 who remarks that the situation is far from obvious, 
and quite recently by Amigo and Reeh,14 where further ref­
erences (e.g., for relativistic dynamics) can be found. In this 
context, with particular emphasis on relativistic particle 
scattering, one should also mention the original approach to 
the whole subject matter given in Ref. 15. 

While our investigation will, in the form of various by­
products, also yield results about additive conservation laws 
its main impetus is, however, directed towards the much less 
well known but probably more important regime of nonad­
ditive scattering invariants. Since, for example, all 2n - 1 
initial conditions are by definition invariants of motion in 
classical mechanics [when being expressed as functions of 
the actual x I (t) ,p j (t)] , while, on the other side, the number 
of additive ones usually does not exceed 10, it is quite appar­
ent that the former set is not empty. It is, however, both 
difficult to extract them from the concretely given model 
theories and, a fortiori, to characterize them by means of 
more general principles. Some steps in this direction can, 
e.g., be found in the classical book of Whittaker, 16 the per­
haps most notable result in this direction being the theorem 
of Bruns, viz., there are no other algebraic invariants of mo­
tion in celestial mechanics of three bodies than the already 
known ones. [Note that (i) in the case of two bodies there 
does exist an additional one, namely the so-called Runge­
Lenz vector; and (ii) the emphasis lies on "algebraic," 
which implies that while additional invariants do exist they 
are necessarily of a complicated (transcendental) type and 
therefore difficult to find. ] 

In quantum field theory the situation is (understand­
ably) less transparent, in particular concerning existence 
and properties of objects corresponding to the nonadditive 
scattering invariants of classical mechanics. Apossibly anal­
ogous role might be played by multilocal conserved quanti­
ties (called charges in this field). These objects have been 
found in some lower-dimensional models and in a recent 
paper Buchholz, Lopuszanski, and Rabsztyn17 (see also 
Refs. 18 and 19) try to develop an approach allowing us to 
systematically study them in the physical relevant dimen­
sion 4. It may be promising to try to relate these ideas with 
our strategy, which is different, in the future. 

Our approach, in contrast to most of the papers men­
tioned above, carries a distinctive differential topological fla­
vor. Its advantages are (in our view) that it allows us to 
study these and more general questions on a considerably 
broader scale and in a concise and unified manner, i.e., the 
same methods work in classical mechanics, quantum theory, 
and quantum field theory (QFT). Even in the much better 
understood situation of additive invariants it sheds some 
new light upon some of the perhaps more hidden aspects of 
the problems under discussion. 

To mention a few: (i) it does not need the existence of a 
regime where particles scatter only elastically; (ii) the some­
what hidden but (in fact) for many conclusions crucial and 
nontrivial assumption of the existence of certain suitable 
open sets on the scattering manifold being coverable by real 
scattering events is brought to light, leading, on the other 
side, to a fine structure within the class of scattering invar-
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iants; and (iii) it might perhaps be easier to extend our ap­
proach to more complicated invariants in QFT having, e.g., 
a tensor (resp. spinor) character of a higher degree. This 
represents still a major obstacle in extending the classical 
Coleman-Mandula result to higher charges. Also (iv) since 
neither the particle number nor the shape of the function F 
has to be the same for in- (resp. out-) states, the approach 
can be easily extended to objects (charges) which do not 
commute with the S matrix! This topic and the extension to 
general charges in quantum field theory will, however, be 
given elsewhere. 

The paper is organized as follows: In Sec. II we trans­
form the problem into a purely mathematical one thus dis­
playing what sort of treatment is actually the appropriate 
one, what belongs to the physical input, and what is the 
mathematical machinery. We then discuss in Sec. III in a 
first step invariants depending only on the momenta of the 
scattering partners and derive various structure theorems 
for them as, e.g., every nonadditive invariant depending only 
on the momenta is a function of overall energy and momen­
tum (in most cases even a polynomial). In Sec. IV we care­
fully analyze the physical side of the problem, in particular, 
the structure of the set of in- and out-states being connecta­
ble by the scattering transformation. Section V deals with 
the structure of invariants depending on the momenta, posi­
tions, and the time. The results are, however, less complete 
and cover only the field of classical mechanics (in order not 
to overburden the paper). It is exactly at this point where 
future work has to set in. In the last section, which has more 
the character of an appendix, we discuss an explicit counter­
example against the usual physical intuition, i.e., the poten­
tial VCr) ~r-2. 

II. THE MATHEMATICAL SIDE OF THE PROBLEM 

We begin with the subclass of invariants depending only 
on the momenta of the asymptotic particles. Furthermore, 
we restrict ourselves, for the time being, to functions from 
C 1 (R 3n). It is not clear to us whether one really loses some­
thing by not considering more nasty functions in this special 
context. In any case, by smearing with appropriate test func­
tions, one can usually extend the results to more general 
invariants (if there are any) (see, e.g., Ref. 14). 

This question is, however, not purely academic. Take, 
e.g., one of the Cauchy equations over R: 

I(x + y) =/(x) + I(y)· (2.1 ) 

Assumingl to be in C 1 the construction of a solution is very 
easy. We have 

I'(x+y) =/,(x) =/'(y), 1(0) =/(0) +/(0), 
(2.2) 

from which 

1(0) = 0, /'(x) = const, i.e., I(x) = a'x, (2.3) 

follows. In a next step one usually tries to prove that possible 
solutions lying in a more general class are automatically dif­
ferentiable. There is, for example, the result that a solution 
being locally Lebesgue integrable is already E C I. On the 
other hand there do exist nonmeasurable solutions(!) (cf. 
the history ofthis equation given in Ref. 20, Chap. 14.2 or in 
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Ref. 15). 
Let Pi' Ei (Pi)' i = 1, ... ,n be the momenta and energies 

of the asymptotic particles. Energy-momentum conserva­
tion then forces the in going and outgoing momenta to lie in a 
certain subset ofR3n X R3n

, i.e., we present the following de­
finition. 

Definition 2: The scattering manifold MCR3n XR3n in 
momentum space is defined by the four constraints 

n n 

I Pi - I P; =0, 
j= 1 i= 1 

(2.4 ) 
n n 

I Ei(Pi) - I Ei(p;) = 0, 
i= 1 i= 1 

with PiER3, Ei (Pi )EC I, away from possibly a certain set of 
discrete points. The corresponding Jacobi matrix is assumed 
to have rank 4, i.e., the constraints are assumed to be inde­
pendent. In more modern language, 

f R6n 
..... R4

, 

(PI,· .. ,Pn ;pi , ... ,p~) 

(2.5) 

does not have OER4 as a critical value. (As to this notion cf., 
e.g., Ref. 20.) 

Remarks: (i) In applications E(p) is usually E C 00 away 

from possibly P = 0, e.g., E(p) = C'p2, ~p2 + m 2, etc., 
E(p) = c'lpl may serve as an example for an E(p) notEC I in 
p=O. 

(ii) As to the assumed independence of the above four 
constraints, one should say that this is the usual state of 
affairs (e.g., for particles with nonzero mass). There exist, 
however, even in physics, illuminating counterexamples. In 
principle two situations can occur in general: 

(a) rank 1<4 at a point but is, nevertheless, locally 
constant (the rank is locally lower continuous any­
way); 

(2.6) 

«(3) rank 1<4 but is locally nonconstant, i.e., it in­
creases (discontinuously) in every neighborhood 
of that point. 

In case (a) the situation is still relatively smooth. The codi­
mension of M is simply < 4. However, «(3) is much more 
singular. The codimension of M (which, in general, may 
even no longer be a true submanifold ofRm

·
n

) may increase 
abruptly to values> 4 at some points s. t. the set M may turn 
out to be much smaller than expected. This can also happen 
in physics: Take, e.g., disintegration of a zero mass particle 
into two others: 

PI=pi+p;, IpII=lpil+lp;1 implyingpiIJp~· (2.7) 

That is, we get actually five constraints for the momentapl' 
pi ,p~ from the four equations (2.4). The codimension of M 
is now 5 instead of 4 (one of the typical phase space con­
straints in photon scattering). Stated differently, the map 
(2.5) has ° as a critical value and «(3) applies. We assume 
this phenomenon to be absent in the following. 

As was already remarked in Ref. 14 the whole manifold 
M is not usually accessible to concrete scattering experi­
ments. On the other hand this is an important point since 
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almost all the classical proofs relied heavily on this assump­
tion. Solutions of the equations of motion are usually given 
uniquely by their· initial conditions. But one has a certain 
freedom in varying, e.g., the impact parameter while keeping 
the ingoing momenta fixed, thereby varying the outgoing 
momenta. These physical aspects of the problem will be dis­
cussed in detail in Sec. IV. So let us for the moment simply 
assume that, while the wholeM usually cannot be covered by 
scattering events for a given fixed interaction between the 
particles, there exists at least an open set UCM correspond­
ing to a concrete scattering situation. Thus we have the fol­
lowing definition. 

Definition 3: A function F(pI'''''P" )eC I (R3
,,) is called 

an invariant of the scattering transformation ofthefirst kind 
iff for a certain open subset UCM we have the relation 

F(p) - F(p') =0 for all (p,p')eU (2.8) 

[withp,p' standing for the n-tuples (pI,""P,,), PI , ... ,p~)] . 
This implies dim (U) = dim(M) = (6n - 4). The general 
mathematical situation is, however, more involved. With 
P': = l:p~'), E('): = l:Ei(P~'», M was defined as the inter­
section of the four hypersurfaces given by energy-momen­
tum conservation. If one looks for further conserved quanti­
ties, say F, what has to be usually expected is the relation 
F(p) = F(p') to hold on M only on a submanifold of dimen­
sion <6n - 4 - 1, the intersection of the hypersurface given 
by the additional conservation law with M. That is, we have 
the following. 

Definition 4: The function F, given in Definition 3, is 
called an invariant of the second kind iff relation 
F(p) =F(p') holds only a subset U'C UCM of dimension 
d<6'n - 5. 

Geometric observation: If the situation is the one de­
scribed in Definition 3 M is at least locally contained in the 
hypersurface defined by F. Definition 4 describes the phe­
nomenon that this hypersurface hits M transversally, thus 
reducing the dimension by at least I (as to more details con­
cerning these notions cf. Ref. 21. 

Physicai observation: Let Mp CM denote the (physical) 
submanifold which can be covered by real scattering experi­
ments. Under the assumption of Definition 3 dim(M) p 

= dim (M). Since the momenta of the ingoing particles can 
always be freely chosen we have dim(M)p>3n in general. 
We show in Sec. IV th~t in the pure momentum case 
dim(M)p = dim(M). In the case of more general invariants 
this will, however, never holdl In that case, i.e., 
dim(M)p <dim(M), Definition 4 becomes relevant. 

Whether there are such invariants of the second kind 
requires a carefui analysi!> of the phy~ical scattering situation 
and this will be given in Sec. IV. In any case there exists a 
very useful structure theorem that allows us to discriminate 
between these two possibilities. For its proof we need the 
following simple lemma. 

Lemma 1: Let.feC I be a function of an open neighbor­
hood U of OeR" X Rk, the coordinates denoted by (xIJ ... ,x,,; 
YI, ... ,yk)' The following is assumed to hold: 

flun (R"X{O}) =0. 

Thenf can be written in a full open neighborhood U' C U of 
OeRn X Rk in the form 
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k 

f = L Yi ·f/O !teC with respect to y. 
1=1 

Proof: 

i l d 
j(x,y) = f(x,O) + - f(x,t'y)dt, 

o dt 

k i l 

= L YI' aty,f(x,t·y)dt. 
1=1 0 

(2.9) 

(2.10) 

Let now Ube open on M s.t. F(p) = F(p') holds on U. Since 
M is given by the relations 

P-P'=O, E-E'=O, 

with the corresponding Jacobi matrix having rank 4 on U, 
we can choose local coordinates in an open neighborhood 
U::l U, U open in R311 X R3,,! We obtain 

(xl,···,x611 _ 4;Y1J···ji4) 

s.t. (2.11 ) 

Y3:=P3-P;, Y4:=E(p)-E(p'), 

that is, withYI a basis oflocal coordinates being normal toM. 
With the help of Lemma 1 we can now prove the following 
proposition. 

Proposition i:Let Ube open on Ms.t. F(p) =F(p') on 
U holds witJ:!. F given in Definition 3. We have then in a 
neighborhood U::l U, U open in R311 X R311, the representa­
tion 

3 

F(p) -F(p') = L (Pi -PD'Gi(p,p') 
1= I 

+ (E(p) - E(p'»'G4{p,p') (2.12) 

withG/OG4eC(R311XR3n),P,P',E(p),E(p') the overall mo­
mentum and energy of the ingoing and outgoing particles, 
and Po e.g., denoting the ith component of P. 

Proof: U is ditfeomorpmc to a neighborhood of 
0ER6n - 4XR4 with YI=pl -p;,Y4:=E-E' locally 
spanning R4. Here F(P) - F(p') corresponds to a certain 
function F{xji) defined around OeR6n .;,..4XR4 with 
FI(UCR6"-4X{0})=0 (since Fis supposed to be con­
served on M). By Lemma 1 we see that F has a representa­
tion 

(2.13) 

Reinserting the original coordinates {Pl""'PII;PI'''',p~} 
proves the statement. 

Ifwe have the identity F(p) - F(p') only on a submani­
fold of smaller dimension than M itself the above local coor­
dinate system would be not exhaustive. The local coordinate 
which is missing may just belong to a hidden independent 
conservation law or to F itself. In any case, F(p) - F(p') 
cannot be represented in the form (2.12) when this happens 
to be the case. 

III. A CONSTRUCTIVE DETERMINATION OF THE 
FUNCTIONAL FORM OF (NON)ADDITIVE INVARIANTS 
(PURE MOMENTUM CASE) 

This section contains the bulk of the technical aspects of 
our approach together with a complete classification of gen-
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eral invariants depending only on the momenta. Invariants 
depending also on the positions are treated in Sec. V. A cru­
cial role will be played by our structure theorem (2.12). We 
will exploit the peculiar form of (2.12), i.e., that the lhs is the 
difference of two functions depending solely on either P or p'. 
To that end we will differentiate both sides with respect to 
PoP;, i,j 1, ... ,n, assuming, in order that the G;'s be EC 1, 

that FEC 2. We then get 

ap,F(p) G(p,p') + (Pv -p~)·ap,G,,(p,p') 

+ ap,€i (Pi) 'G4 (p,p') 

+ (E(p) - E(p'»)·ap,G4 (p,p'), (3.1) 

with G the vector with components G", v = 1,2,3, and an 
analogous result for p;. 

Choosing (p,p') to lie a fortiori on M we have 
(Pv - P~) (E(p) - E(p'») = 0, that is 

ap,F(p) I U = G(p,p') + ap,€j (Pi) . G4 (p,p') , 

apl(p') 1 U = G(p,p') + ap/ j (pj) ·G4 (p,p')· 
(3.2) 

The expressions (3.2) and the corresponding ones in the 
more complicated situations dealt with in Sec. V will turn 
out to be of particular use in calculating invariants. What we 
have in fact achieved by using this simple trick is that the lhs 
of (3.2) depends either solely onp orp' while on therhs there 
are terms, G, G4 , which are independent of the SUbscript i,j! 

We proceed now as follows: In a first step we get 

G(p,p') -ap,€i(PI)'G4 (P,p') + ap,F(p) , 
(3.3 ) 

G(p,p') -ap/)(pj)'G4 (p,p') +apl(p') 

which holds on UCM and for all i,/ This expression can be 
exploited in various ways. The lhs is completely independent 
of the index i (resp. j). So, taking the derivative in the first 
(second) expression with respect to POP) (PI ,pic)' subtract­
ing the corresponding equations from each other and bring­
ing G4 to the left-hand side we arrive at 

G4 (p,p') = (a ;~lF(p) - a glF(p») 

x(a g)€1 (PI) - a ;;l€j (Pi »)-1, 

G (pp') - (a (ylF(p') - a (V)F(p'») 
4 , -- P; Pk 

x(a (yl€ (p') _ a (2 l€ (p' »)-1 
PI I Ph k k 

(3.4 ) 

(no summation over v!), which holds on Uwhere the super­
script v denotes the vth component of the gradient. Reinsert­
ing this into (3.3) we get a corresponding explicit expression 
for G. We observe the remarkable fact that both the rhs of 
(3.4) and after having inserted the lhs of (3.4) into (3.3) the 
rhs of (3.3) depend either solely onp or p' while G(p,p'), 
G4 (p,p') are, in principle, functions ofbothp andp'. This 
will be exploited in the following way. 

While away from the scattering manifold, M, G, G4 are 
expected to depend both on p and p', we see that on M, i.e., 
the subset of pairs (p,p') which can be related via a scattering 
process, we have 

Gy(p,p') = Gy(p) = Gy(p'), 

G4 (p,p') = G4 (p) = G4 (p')· 
(3.5) 

But this is exactly the condition a scattering invariant has to 
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fulfill! That is, we have the following theorem. 
Theorem 1: With FEC 2 being a scattering invariant on 

an open neighborhood UonM, i.e.,F(p) = F(p'), (p,p')EU, 
there exists a neighborhood (r:::; u, open in lR3n X lR3n

, s.t. 

F(p) -F(p') = GV'(P" -P~) + G 4 '(E(p) -E(p'») 

holds on fl,G v,G 4Ec 1 with respect to (p,p'). Here G v and 
G 4 have the remarkable property that they are themselves 
scattering invariants, i.e., we have 

GV(p,p') = GV(p) = GV(P')} , EM 
G 4 (p,p') = G 4 (p) = G 4 (p') (p,p) . 

Here G V and G 4 are explicitly given on M by the expressions 
(3.3) and (3.4). 

Before we proceed to deal with the more complex situa­
tion we would like to discuss the special class of so-called 
additive invariants. 

Definition 5: An invariant, F(p), of the scattering trans­
formation is called additive iff 

n 

F(p) = I J;(Pi)' (3.6) 
i=l 

In this particular case the relations (3.3) and (3.4) can be 
readily exploited showing that G vand G 4 are onM functions 
of any ofthe couples (PI' Pi) [resp. (PI ,pic) ] , i =P j, k =P I. This 
shows that, in fact G" and G4 cannot really depend on any of 
these couples on M, that is, we have 

G4 = const, G y = const on M. (3.7) 

By (3.2) we get 

at1.cPi) = c" + api€i(Pi)'C4 on M, (3.8) 

which implies 

(3.9) 

with C,,' C4 being independent of the index {i}. That is, we 
have the following theorem. 

Theorem 2: For an additive conserved quantity, F(p) 
l::'~ 1 J;(p;), on UCMwehave the relation (3.9), that is, 

F(p) = Cy .p(V) + C4 'E(p) + Co, (3.10) 

i.e., a superposition of momentum, energy, and a constant. 
We want to come now to the main topic of this investigation, 
i.e., the structure of nonadditive scattering invariants. This is 
an extremely difficult subject matter and very little is known. 
We mention in this context, e.g., the classical book of Whit­
taker,I6 where, properly speaking, invariants of motion are 
discussed and Ref. 17 in the case of QFT. The machinery 
being developed in this chapter will turn out to be sophisti­
cated enough to give an exhaustive answer in the restricted 
case of invariants depending only on the momenta. Many of 
the calculational steps can, however, be carried over to in­
variants depending also on the positions of the particles and 
the time but this will be a much more ambitious program 
with partial answers being given in Sec. V. 

We have the following theorem. 
Theorem 3: (i) Under the same assumptions as in 

Theorem 1 every scattering invariant depending only on the 
momenta is a function of overall energy E and momentum P 
provided that the map {p~ap€(p)} is a homeomorphism 
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a.e., i.e., ( ) 
F(pl>''',p,,) =F LEI(Pi)' LPI . (3.11) 

(il) Furthermore, if F is an m-particle obsexVable with 
feC m and m < n, i.e., 

F(Pl""'P,,) = L / (Pi '''',Pi ), 
{i, •...• i .. } { ... } , .. 

then/is at most a polynomial of mth order in the variables 
POEi ofthe form (3.25). 

Remarks: (i) Note that the result holds also in quantum 
field theory for translationally covariant charges. 

(ii) The crucial part is (i), i.e., (3.11). The idea that 
also (ii) should hold (which is obvious for polynomials) was 
inspired by an observation made in Ref. 15 in the special case 
of relativistic three-particle scattering and a two-particle 
scattering invariant. The assumption m < n is crucial for the 
proof. This is, however, not a series drawback since in many 
cases one can simply add more particles in order to make n 
bigger than m for fixed given/(Pl,. .. ,pm)' 

Proof: (i) As before we choose a specialloca1 coordinate 
system in R 3", the first four local coordinates being P and E, 
the remaining 3n - 4 being denoted by;: = {;1""';3,,-4} 
and c~nsider Fas a function of E,P,;. Employing Eq. (3.2) 
we get (a,.F: = (a,. F, ... ,a,. F), ap;: = (ap ;1''''») 

~ ~I :tt3n - 4 I I 

apF + aEF·ap,E(Pi) + a,F-ap,; 

= G + G4 ·ap/(Pi) for all i, 

aEF·(ap,E(Pi) - apjE(pj») + a,F' (ap,; - apj;) 

= G4 ' (ap/(Pi) - apjE(pj »), 

implying 

G4 = aEF + a,.F·{(a.; - a.;) 
~ p, Pj 

or 

(3.12) 

(3.13) 

(3.14) 

(G4 - aEF) = a,F'{"'} for all i#j, v = 1,2,3. 

If we can show that a'aF= 0 for all a, we have shown 
thatF does depend only on E andP. For technical reasons we 
will now choose an especially well-adapted local coordinate 
system, i.e., in addition to P, E, we can take, e.g., 

I- • _p2 I- • _p3 (3 15) 
~1' - 2>''''~3,,-4' - fl' • 

The map: (Pl""'P" ) -+ (P ,p2"",p" ) is a diffeomorphism. The 
same holds for the map: (P,P2""'P" ) -+ (E,P,p~ , ... ,p!) [with 
E understood as the function EI (P - P2 - ... - p,,) 
+ E2(P2) + ... + E" (p,,)] around points where aEl/ap~ 
# O. Since there is nothing special about the coordinate p~ it 
is enough to,have aE;/api #0 at some point and for some 
index i in order that the following holds true in a neighbor­
hood of that point. 

In this new coordinate system the curly bracket of 
(3.14) becomes particularly simple. Making the special 
choicepr = pI 'Pj" = p~ we have (a .; - a.;) :EO and hence 

P. P2 

G4 =aE F on UCMI (3.16) 

Inserting this into (3.12) we get 

(3.17) 
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With i = 1 we get ap,; =0 (since; depends by definition 
only on p~ , ... ). That is, we have by the same token 

G = apF which implies a,F·ap,; = 0 on U for all 11 
(3.18) 

From this we can infer that apr F = 0 for 3 (i - 1) + v>5, 
that is, F does not depend on ; at all, in other words, 

F(Pl""'P,,) = F(E,P). (3.19) 

The proof of the second part of the theorem is almost 
entirely a consequence of the structure formula (3.19), i.e., 
given (3.19) the statement is more or less independent of the 
specific context under discussion. Let F(Pl,"',p,,) have the 
functional form 

F(Pl"",p" ) = F(E,P) = L / (Pi ,,,,,PI)' m < n, 
{i, •...• i .. } { ... } , .. 

(3.20) 
with Fecm(R 3m). From (3.20) we infer that 

a a,' ··a a .. F(E,P) = a a,···a a .. / (PI ,,,,,Pi) (3.21) 
PI, Pim Pi, Pl

m 
{ ... } I '" 

holds for an arbitrary but fixed index set {il>al; ... ;im ,am }. 

The following calculation can be done without difficulty 
for an arbitrary m < n. But as there is the risk that the degree 
of notational complexity obscures the basically simple idea 
underlying the proof, we prefer to give the detailed calcula­
tion only for the case m = 2 and hope to convince the reader 
that at every step of the reasoning one could replace the 
number 2 by an arbitrary m. For m = 2 we have 

apcjJ/(E,P) 

= apaaJllF(E,P) + aEapIlF("') ·apf(Pl) 

+ aEapaF("') ·alf(pj) 

+ aEaEF("') ·apf(Pi) ·alf(pj) 

=a~../J / (Pi,Pj)' 
p, Pj { •.. } 

(3.22) 

With 2 (and in general m) smaller than n we can vary E, 
P while keepingpi'Pj fixed! Doing this we see that because 
the rhs of the second equality has to remain constant 

apapF(E,P) = const, 

aEapF("') = const, 

a Ea EF( ... ) = const, 

in other words, 

F(E,P) = AafJPa·PP + BpE'PP 

+ C· E' E + lin. terms + const., 

(3.23) 

(3.24) 

where now AafJ.Bp,C, ... are constants. For !.} (Pi,Pj) we 

have 

/ (Pi,pj) = AafJ (prP'f + prP'! + prP'! + pjP'!) 
{ ... } 

+ Bp (E/P'f + EiP'! + EjP'f + EjP'!) 

+ C(E: + 2EiEj + EJ) 
+ lin. terms + const. (3.25) 

This proves the theorem. 
In concluding this section we want to give special em­

phasis to the following observation which can be extracted 
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from the above proof. 
Observation: G4 1M = JEF, GIM = JpF, which shows 

(cf. Theorem 1 above) that G 4' G are in fact invariants being 
directly related to F itself! 

IV. THE PHYSICAL SIDE OF THE PROBLEM 

We have now to discuss the physical soundness of the 
crucial assumption being made in connection with scattering 
invariants of the first kind, namely that the possible scatter­
ing events are assumed to cover a full open neighborhood U 
on M. We start again with the simplest case, two particle 
scattering in momentum space. Assuming €(p) = p2 
(m = 1), MeR'2 is given by 

p, + P2 - p; - p; = 0, pi + p~ - p;2 - p/ = 0, 

i.e., M has dimension 8. The ingoing momentap"P2 can be 
freely chosen, which yields six degrees of freedom. 

The two missing local coordinates on the manifold M 
can be found as follows. The asymptotical kinematics is de­
scribed by (t - - 00) 

x?(t) = Pi·t + x? 

For a rotational symmetric pair potential scattering in the 
center of mass system takes place in a fixed plane [(x, - x 2 ) 

'(x,Xx, +X2XX2) = (x, -x2 )'L = (x, +x2)(X,XX2); 
with x, + x2 = 0 we have (x, - x 2 )'L = 0]. The outgoing 
momentap; ,p; are then uniquely given (at least locally) for 
given ingoing momenta PI' P2 by fixing the relative position 
at time zero, i.e., 

d: = Ix,(O) -x2 (0)1 and e: = (x,(O) -xz(O))'p,(O), 
(4.1 ) 

where d is the distance and e is the "angle" between the 
interacting particles at t = O. These two paramenters can be 
independently varied (at least for non-nasty potentials) via 
the initial conditions (x~ ,x~ ). Then d and e can be used as 
local coordinates on M spanning together with (P"h) a full 
local coordinate system. 

Thus we see that for two particle scattering and physi­
cally well-behaved potentials the preassumption of the exis­
tence of an open neighborhood U on M where concrete scat­
tering takes place seems to be sound. Similar reasoning can 
be used for n > 2 particles in the case of a pure momentum 
dependence. But note that in any case Xi,n, x~n are related to 
Xo XO via the Moller transformation fl+, which is in gen-, , z 
eral not simple. That means that the above reasoning, i.e., 
that by varying x~, x~ we can appropriately vary xi'n ,x~n and 
hence pi ,p~, is physically plausible but not mathematically 
proved. On the one side one can prove this for a large class of 
potentials, on the other there may be potentials where this 
does not hold, e.g., that by varying x~ ,x~ we get only a one­
dimensional set of (p; ,p~) for fixed ingoing momenta 
(p, ,pz) s. t. U would have a dimension smaller than M itself. 
This is an interesting question which deserves a separate in­
vestigation. 

The situation is completely different for more general 
invariants, depending on momenta and positions. Within 
the regime of classical nonrelativistic point mechanics there 
are ten a priori conservation laws, i.e., besides energy mo­
mentum, L = ~i Xi (t) XPi and center of mass S = ~Si (t), 
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Si (I) = mixi (t) - Pi ·t. For the free motion this reduces to 
~i mix? There are a couple of subtleties concerning the 
structure of the manifold M in this general case which will be 
discussed in the next chapter. 

It will turn out that after certain modifications, M, de­
fined by the above-mentioned conservation laws, is a 
(12n - lO)-dimensional set in R6n XR6n

• In contrast, how­
ever, to the pure momentum case, by fixing the initial condi­
tions of the ingoing particles the initial conditions of the 
outgoing particles are uniquely given. That is, the manifold 
of physical interest, Mp ' has only 6n dimensions, i.e., we have 
the following lemma. 

Lemma 2: Mp ' the manifold given by the set of pairs in 
R6n X R6n

: {XOp; S(xop )}, XO = (x~ , ... ,x~ ), etc., Sviewed as a 
map: R6n 

_ R6n
, is a true submanifold of the manifolds M 

defined by the conservation laws. The dimensions are 
6n < 12n - 10 for n>2. 

This shows that there is no chance to cover a full open 
neighborhood UeM with real scattering processes for a 
fixed given interaction potential. Before we discuss the possi­
ble consequences of this fact we would like to make an aside 
about the use of cluster properties in this context. 

Definition 6: We say the scattering transformation Sn 
(i.e., for n particles) clusters if the following holds: with 
inC",· Ix. - x·l- 00 for each position Xi we have 

J-r-'o If) J () 

Sn (X1P" ... ,XioPio, .. ·,XnPn) 

-Sn _ , (x1P" ... ,Xi,'pio, .. ·,XnPn) XS, (XioPio)' (4.2) 

where 

S, (xiJ\,) = (x:',P:,') = (XioPi)' 

That is, one can shift one of the in going particles to infinity 
S.t. in the limit it is not scattered at all. As is well known this 
cluster property is connected with the range of the interac­
tion. Long range potentials have to be treated by a modified 
approach. 

If we are in a situation where (4.2) holds we can proceed 
as follows. Restricting ourselves for simplicity for the mo­
ment to additive invariants we simply proceed by induction 
starting from n = 2. Assuming that for n = 2 we can, e.g., 
prove a certain structure of the collision invariants we treat 
the case n = 3 by shifting Ix~ I (resp. Ix~ I, x~ I) to 00. Both 
for the two particle cluster and for the remaining single par­
ticle one we can employ the already proved result. We get the 
corresponding result for n = 3 by shifting particle ( 1) [resp. 
(2), (3) 1 back from infinity to their original positions, thus 
proceeding from an arbitrary n - 1 to n. 

That is, in some cases one can reduce the analysis to the 
slightly simpler case n = 2. But even in this case the dimen­
sions of M, Mp differ by 2 as long as the interaction potential 
is kept fixed. We will show in the next chapter that for colli­
sion invariants with F(s,p) - F(s',p') vanishing on U open 
in M results similar to the previous ones can be proved 
[s = {sJ = {mix?(t) - Pi ·t} = {mixn] . On the other 
hand, it can now happen that the manifold M F' defined by F, 
hits M transverally S.t. 

MFnM contains no U open in M but 

Mp eMF nM locally. (4.3) 
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This implies in particular that one cannot decide by analyz­
ing the scattering results whether Fis an invariant of the first 
or second kind. As was argued after Definition 4, Sec. II, this 
may have important consequences. If MFnM has a lower 
dimension thanM there may exist additional hiddensymme­
tries being related to the corresponding transversal local c0-

ordinates defining M F nM, that is, symmetries that show 
only up on Mp. Whether Mp can in particular support addi­
tional additive invariants is then a subtle question which de­
pends on whether the detailed structure of Mp and M F al­
lows for an embedding Mp CMF locally in this special case 
(due to the assumed additivity M F is relatively ''flat,'' cf. 
Ref. 14). 

Remarks: As to the use of cluster properties of the S 
matrix in this context we would like to add the following 
remark. Buchholz kindly informed us that the observation 
that things become simpler if one exploits the spacelike clus­
ter properties of Swas already made by the authQrs of Ref. 17 
a couple of years ago without being published. It is an impor­
tant tool in their paper. 17 Unfortunately we were not aware 
ofthis fact. 

As a last point to mention, in the special case of additive 
conservation laws, the as yet unpublished results of Ref. 15 
may have a certain bearing on the discus~ion of this chapter. 
By exploiting what we called above the relative "flatness" of 
the manifold MF in the case of additive invariants one can 
possibly prove various results without assuming that certain 
sets on M are open. 

V. THE CASE OF GENERAL COLLISION INVARIANTS 

Discussion of the case of general invariants of the S 
transformation, depending on positions, momenta, and the 
time, needs more care. In a first step we have to define a 
manifold M adapted to our purpose. Since :Ix; (t) Xp; 
= :Ix~XP;, ~m;x;(t) - p;t = ~m;x~ for fr~ paths we can 

write the ten conservation laws in the following way: 

(5.1 ) 

where t =l=t' in general and x; (t) =x~ + pJm,·t. 
Remark: To be concrete we discuss only the case of non­

relativistic point mechanics. In case of another type of me­
chanics the conservation of center of mass has to be ex­
pressed differently. But no step in our calculations depends 
actually on the concrete form of the conservation law of cen­
ter of mass or of the functional dependence E(P). 

It is a simple but important observation that the various 
time dependencies of the quantities in (5.1) are only a pseu­
docomplication. In a first step we rewrite the angular mo­
mentum conservation law this way: 

(5.2) 
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sincePI Xp; = O. In a second step we consider the problem in 
a 'new space, i.e., the space spanned by the {s/,s;,p,pj}. We 
forget about the time coordinates t, t ' and observe that (5.1), 
(5.2) define a (12n - lO)-dimensional manifold M in 
R6n XR6n, spanned by the coordinates {SIP,;S;p;}. 

Definition 7: M is defined by the relations 

LP; - LP;=O, 

L E,(P;) - L E/(P;> = 0, 

LS/XP; - LS;XP; =0, 

LS; - LS;=O 

in R6n XR6n, coordinates: {Si>P/;S;p;}. 
In a next step we show that collision invariants 

F (x (t) ,p,t ) are automatically functions of s, p. 
Lemma 3: A general collision invariantF(x(t),p, t) is a 

function ofs,p, that isF(x(t),p, t):'" F(s,p). 
Proof: The proof is simple. We have 

F(x(t),p,t) = F(xo,p,O) = F( {x; - pJm; .t},p) 

= F(s,p) (5.3) 

(identifying the functions for simplicity). We can then prove 
the following theorem. 

Theorem 4: Let F({x;(t),p;},t)eC l be an invariant of 
the first kind, i.e., F(s,p) - F(s',p') =0 on an open neigh­
borhood UCM, M defined by Definition 7, then it fulfills the 
structural relation: 

F(s,p) - F(s',p') 

= G v-( LP; - LP; YV) 

+ G4 -( L E;(P;) - L Ej(p;» 

(5.4) 

with G",G4 Jl",K" in general functions ofs,s' ,p,p'. Equation 
(5.4) holds on U::J U,U open in R6nX R6n. 

Proof: Employing Lemma 3 the proof is analogous to the 
one of Theorem l.Notethatx;(t)Xp; =s;(t)XPI =sjXp; 
for free paths. 

IfFis only an invariant of the second kind, i.e., MFnM 
has no ope!l neighborhood in M but M F nMp contains an 
open set in Mp, we would get the following theorem, in gen­
eral. 

Theo~m 5: With·M F nMp containing an open neigh­
~rh~ UCMp we have the corresponding relation on 
U::J U, U open in R6n X R6n

: 

F(s,p) - F(s' ,p') 

= {rhs of (5.5)} + L alA;, i = 1, ... ,12n - 10 - 6n, 
. t 

(5.5) 

with {at} functions of {s,p, s' ,p'} and {A;} functions vanish-
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ing identically on UCMp. 
Proof Most of the proof goes through as above. We only 

need the following additional lemma. 
Lemma 4: Every submanifold of a manifold M is locally 

cut out by independent functions, i.e., it is the zero set of, 
e.g., {Ai} in addition to the functions defining M itself. 

Proof See, e.g., Ref. 21. 
Remark: The possible occurrence of the terms a ,A I will, 

in general, destroy the simple structure given, e.g., in 
Theorem 3. Note that Ai need not even have the form 
FA, (p,s) - FA, (p' ,s'). 

In the following we will restrict ourselves to invariants 
of the first kind. We then proceed as in Sec. III. Assuming 
again that Fis twice differentiable we begin with differentiat­
ing with respect to s, which turns out to be advantageous. We 
then restrict again the result to UCM S.t. all the terms 
(2,Pi - 2,pn,··· vanish indentically. So we get 

(as,F(p,s»)(a) jU = t yaI3p1!'HY + K a (5.6) 

and 

(as,F - as/F) (a) jU = tYaI3HY(pI! - If), (5.7) 

where v, a, (3, denote the components of the various three­
vectors and with tyaf3 the totally antisymmetric three-ten­
sor. Note thatHY does not depend on the particular i,jbeing 
chosen. Now we differentiate with respect to POPj' and get 

(apiF(p,s) )(13) jU = G 13 + a:,ti (p,). G 4 

+tyaf3sf'HY+Kf3 (5.8) 

and the analogous expression for the index {j}. Subtracting 
the two expressions we get rid of G 13 and can isolate G 4. As in 
the pure momentum case we get explicit expressions for all 
the unknown functions {G4 ,Gf3 ,Hf3 ,Kf3 }. As in Theorem 1, 
Sec. III, we see that all these functions are necessarily scat­
tering invariants on UCM! 

In the special case of additive invariants we get more 
detailed information. With F(p,s) = 2,i f, (p"s,) we get on 
the lhs of (5.7) : 

(5.9) 

By the same reasoning as in Theorem 2, Sec. III, we see that 
the Hy are constants [that is, by varying (I",j)]. Inserting 
this into (5.6) we see that the Ky are constants. We then 
subtract the expressions (5.8) for the index i (resp.j) from 
one another, employingHy = const, Ky = const. We get by 
the same token G4 = const, Gy = const. That is, we wind up 
with the following theorem. 

Theorem 6: Let F( {Pi'S,}) be a general invariant of the 
first kind, and Ube the corresponding neighborhood on the 
scattering manifoldM defined in Definition 7. Furthermore, 
we assume F to be twice differentiable. 

Then (i) F fulfills Eqs. (5.6)-(5.8) by which the un­
known functions {G4 ,Gy,Hy,Ky} can be determined. 

(ii) The {G4 ,Gv,Hy,Ky} are themselves scattering in­
variants on M, i.e., 

G4 (ps,p's') = G4 (ps) = G4 (p's') on UCM. (5.10) 

(iii) In the case of an additive invariant, all these func­
tions are constant. 
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We get 

F(p,s) = 1;f, (p"s,) = G y.( LP,JV) + G4 '( L ti (Pi») 

( )

(y) 

+Hv' LX,(t)XPi 

(5.11 ) 

that is, every additive invariant of the first kind is a superpo­
sition of the ten conserved quantities already known. 

We want to conclude this chapter with the following 
theorem which is the analog to Theorem 3 in Sec. III in this 
general case. 

Theorem 7: Let F(p,s) , an invariant of the first kind, be 
twice differentiable, apt(p) #0 a.e., then the following 
holds. 

(i) Fis already a function of overall energy, momentum, 
angular momentum, center of mass, E,P,L,S, and we have, 
in particular, 

aEF= G 4
, a;F= GY, a~F=Hv, a~F=KY. 

(ii) If F is an m-particle observable with m < nand 
FEe m, then the F (resp. the corresponding f) are at most 
polynomials of mth order in the variables {p a,E,L f3,S y} 
(resp. {P"t,,li'S,}). 

Proof Take Eqs. (5.6 )-( 5.8). Choose, as in the proof of 
Theorem III, a new local coordinate system with E,P,L,S 
representing the first ten coordinates, ;11 = pL ;12 = sL 
etc., view F as a function of these new coordinates, and insert 
it into (5.6) and (5.8). We get 

a~F + aEF-a:;tl (Pi) + a~F-tvaf3s~ + Kf3 (5.12 ) 

= Gf3 + a:;ti (p,) 'G 4 + tyaf3s~'HY + Kf3. 

Choosing, in particular, s~ = s:, s'j = si, pi! = P:, If = pi, 
we conclude with the help of expressions (5.7) , ... , 

a~F= HY, a~F= KV, a;F= GV, aEF= G 4
, 

(5.13 ) 

which shows, as in Theorem III, that F is already a function 
of E,P,L,S! The second part of the theorem will be proved 
exactly along the same lines as in the proof of Theorem III. 

Summary and outlook: Since Sec. VI will supply us only 
with an explicit example of an (even) additive invariant of 
the second kind for a, however, very special potential, we 
want to briefly sum up what we have shown above and where 
future work has to set in. 

(i) We have completely classified the scattering invar­
iants depending only on the momenta of the particles in 
Theorem 3, viz., they are all functions of overall energy and 
momentum. The same analysis applies to translation covar­
iant invariants in quantum theory and quantum field theory. 

(ii) In the case of the more general invariants, depend­
ing also on the positions of the particles and the time, we 
found that they can be grouped into two different classes. 
For invariants of the first kind we could show again that they 
are functions of, now, overall energy, momentum, angular 
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momentum, and center of mass. The two classes are distin­
guished by a geometric property, viz., (1) MF contains M 
locally, or (2) MF intersects M transversally. Since 
dim(MF ) = 12n - 1 >dim(M) = 12n - to, both situa­
tions can occur. [In order not to overburden the text we 
discussed the case (li) only within the regime of classical 
mechanics. ] 

(iii) In case F is an m-particle invariant with m < n it 
could even be shown that F is a polynomial of at most mth 
order in E,P,L,s in situation (i). We think that the restric­
tion m < n is not superfluous since it might well occur for 
some special no that there are invariants depending on all no 
particles that cannot be embedded in spaces with n > no! (A 
possible example might be the Runge-Lenz vector.) 

(iv) Future work has to deal with these invariants of the 
second kind mentioned in (ii) (2). In that case the geometry 
of the intersection of MF and M needs a careful study. The 
corresponding non local invariants in quantum field theory 
that are not translation covariant are also studied elsewhere. 
We would like to mention in this context that it may turn out 
to be an advantage that our formalism is wide enough to 
incorporate also charges not commuting with the S matrix. 
Objects like these may also exist in classical mechanics since 
invariants of motion (i.e., commuting with H) do note!) 
necessarily cOmmute with the S matrix. In that case more is 
needed (somewhat sloppily: they should comute as well with 
Ho in the limit It I ..... 00). Possibly some of the initial condi­
tions of classical mechanics are just of this kind. 

VI. AN EXAMPLE OF AN INVARIANT OF THE SECOND 
KIND 

It is obvious that the notion of an invariant of the second 
kind is not purely academic. We will see that there exist even 
additive examples of this type. On the other side; the struc­
ture of the manifolds Mp ,M,M F (F the invariant) and their 
mutual intersections are not easy to visualize so that it is 
quite helpful to get indirect evidence by means of, e.g., 
Theorem 6. 

By Theorem 6 we know that every additive invariant F 
s.t. 

MFnM-:::JU (U open in M), 

M F : = zero set of F(p,s) - F(p',s') in lR6n XR6n
, 

(6.1 ) 

holds, in other words M being locally contained in M F , is 
necessarily of the form (5.12), that is, with constant coeffi­
cients G,H,K,C. If for a certain given pair interaction Vwe 
can show that there is an additive invariant which is not of 
the form (5.12) it is necessarily ofthe second kind, that is, 

MF hits M transversally, 

MFnM contains no open U but 

Mp eMF locally, where Mp: = {(p,s);S(P,s)}. (6.2) 
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Now take in the two-body case the potential to be 
VCr) = C·r- 2

• One knows that the so-~e4 titnede1ay Tis 
zero in this case. (For the definition of time delay cf., e.g., 
Refs. 4 and 6, it can also be found implicitly in Chap. 14 of 
Ref. 1. See also Appendix B in Ref. 14.) We have 

T= (s'P - s'p')/p2, (6.3) 

withs,p, ... , taken in the center of mass system. Calculating T 
by using the more explicit expression for T with the potential 
in it (see the above references) we observe that T = 0 for 
V = c' r- 2

, i.e., 
sl'p/m1 + S2'P2/m2 is a scattering invariant on Mp. 

(6.4) 

On the other side this invariant is not linearly expressible as a 
superposition of P .E,s,L. So it is an explicit example for 
which the preassumption of the existence of an open neigh­
borhood U on M, where F(s,p) = F(s' ,p') holds, is not ful­
filled. 
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It is shown that for a general space-time in Einstein's theory (with the term "general" being 
precisely defined) the Weyl tensor and energy-momentum tensor determine the metric up to a 
constant conformal factor. One of the conclusions may be interpreted as a generalization of the 
well-known Brinkmann theorem characterizingpp waves in vacuo. 

I. INTRODUCTION 

Let (M, g) be a space-time manifold where M is a real, 
smooth, four-dimensional, connected, Hausdorff manifold 
and g a smooth Lorentz metric on M with signature 
( - , + , + , + ). The usual notation will be used so that the 
components of the curvature tensor, Ricci tensor, Weyl ten­
sor, and Ricci scalar in some coordinate system in Mare 
denoted, respectively, by R abed' Rab (==R eaeb ), cabed' and 
R( ==Rabg"b) , where the gab are the metric tensor compo­
nents. The decomposition of the curvature tensor into its 
self-dual and anti-self-dual parts is 

R abed = cabed + !RGabed + E a
bed , 

where 

E a
bed =Ra[egd]b +Rb[dDe]a, 

Rab = Rab - !Rgab , G Q

bed = 8a[egd]b , 

and Einstein's equations are 

Gab ==Rab - ~Rgab = 81TTab , 

(1) 

(2) 

(3) 

where the Gab and Tab are the components of the Einstein 
tensor and the energy-momentum tensor, respectively, and a 
square bracket denotes the usual skew symmetrization. 

It has recently been shown that if the curvature tensor of 
space-time, with components R \ed' is given (and assumed 
to arise from some Lorentz metric on M) then the number of 
other Lorentz metrics on M that yield the same curvature 
components is severely limited. 1

-
3 The following results, 

taken from Ref. 2, will be required in what is to follow. They 
are stated here in a slightly more general form than in Ref. 2. 

(i) Suppose ¢>: M --+ IR is a positive, smooth function and 
let g and g' == ¢>g be smooth Lorentz metrics on M with the 
same curvature tensor (that is, the components R a bed are the 
same for both metrics in any coordinate system). Suppose 
also that this curvature tensor is nonflat in the sense that it 
does not vanish over an open subset of M. Then the Bianchi 
identities for g and g/ lead to 

¢>,aRabed=O (4) 

at each point of M( where a comma denotes a partial deriva­
tive) and so, provided the equation kaR a bed = 0 has no solu­
tion for a nonzero one-form k over an open subset of M, ¢> is 
necessarily constant on M. The symmetric connections aris­
ing from g and g' are then equal. 

(ii) Suppose g and g' are smooth Lorentz metrics on M 
with the same Weyl tensor components cabed' Suppose also 

that the Weyl tensor is nowhere of Petro v type N in the sense 
that the equation ka C a bed = 0 has no solution for a nonzero 
one-form k over an open subset of M. Then g and g' are 
conformally related. 

II. BRINKMANN'S THEOREM 

In 1925, Brinkmann4 proved a theorem, a special case of 
which has become well known in general relativity.5 This 
special case says that if g and g/ are conformally related, 
nonflat, vacuum metrics on a space-time M then either the 
conformal factor is constant or g and g/ are each pp-wave 
metrics. A generalization of this theorem will now be given 
when the vacuum condition is dropped. 

Suppose ¢>: M --+ IR is a positive smooth function and that 
g and g/ == ¢>g are nonflat Lorentz metrics on a space-time M. 
Using primed and unprimed symbols in an obvious way, the 
vacuum condition is replaced by the statement that the cor­
responding Einstein tensors are equal, so that in any coordi­
nate system G ~b = Gab [ q T ~b = Tab from (3) ]. It then 
follows that the algebraic (Segre type) structure of Tab with 
respect to gab is the same as that of T ~b with respect to g~b 
and that R ;b = R ab , R / = ¢> ~ lR, and R ~b = Rab . Equation 
(2) then implies thatE,abed = Eabed and G labed =¢>Gabed . 
Also, the fact that g and g/ are conformally related gives 
C /Q bed = C a bed and this, together with the relation g/ = ¢>g, 
shows that the algebraic (Petrov) types of (M, g) and 
(M, gO) are the same. Equation (1) then gives 
R /a bed = R a bed' This result, together with result (i) in Sec. I 
leads to the following theorem which is the first generaliza­
tion of Brinkmann's theorem and was given in Ref. 6. 

Theorem 1: Let g and g/ be conformally related nonflat 
Lorentz metrics on M whose Einstein tensors are equal. 
Then the corresponding curvature components R a bed are 
equal and, if the equation kaR a bed = 0 has no solution for a 
nonzero one-form k over an open subset of M, the conformal 
factor is constant and the symmetric connections arising 
from g and g' are equal. 

A related result has been given by Ihrig.? A simple con­
sequence of Theorem 1 and result (ii) in Sec. I is the follow­
ing theorem. 6 

Theorem 2: Suppose a space-time (M, g) has the prop­
erty that there are no nonzero solutions for the one-form k of 
theequationskaR abed = OOrkaCabed = o over an open sub­
set of M. Then, in any coordinate domain, the components 
cabed and Gab uniquely determine the components R abed 
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and the metric tensor g is determined up to a constant con­
formal factor. The symmetric connection on M is then 
uniquely determined. 

A stronger generalization of Brinkmann's theorem can 
now be given. Before this is done it is recalled that, loosely 
speaking, app-wave metric can be characterized as a nonftat 
vacuum space-time admitting a nowhere zero, covariantly 
constant (necessarily null) vector field.s Further, if g and 
g' ==tPg are nontrivially conformally related pp-wave metrics 
(in the sense that tP is not a constant function on M) then the 
covariantly constant null vector fields associated with g and 
g' which arise on M and the vector fields tP.ag"b and tP.ag'ab are 
parallel. 

Theorem 3: Let tP: M ..... R be a positive smooth function 
and g and g' ==tPg be conformally related, nonftat Lorentz 
metrics on M whose Einstein tensors are equal. Then either 
(i) tP is constant onM; (ii) (M, g) and (M, g') each admit a 
nowhere zero, covariantly constant null vector field and any 
geodesic in either of these space-times, not lying in the hy­
persurfaces tP = const, is incomplete; or (iii) the normal 
curves to the surfaces tP = const are incomplete non-null geo­
desics with respect to both g and g', the space-times (M, g) 
and (M, g') each admit a non-null, nowhere zero, gradient 
homothetic Killing vector field and local coordinates may be 
chosen about any point of M such that g takes the forms 
given in (7) and (9) below. 

The proof begins by using the condition R ~b = Rab 
(from the proof of Theorem 1) and the standard relation 
between the Ricci tensor components of two conformally 
related metrics (see, for example, Ref. 8). One easily finds 
that if V = tP- 1/2 then 

V;ab = lrgab (r = V;abg"b) , (5) 

where a semicolon denotes a covariant derivative with re­
spect to g. The proof of Theorem 1 also shows that g and g' 
have the same curvature tensor components R a bed and SO 

Eq. (4) yields the relation v'aR abed = O. This together with 
the relation 4V;a[be] =ga[br.c] obtained from (5) and the 
Ricci identity with respect to g then show that r.a = 0 and so 
r is constant on M since M is connected. Next, the proof of 
Theorem 1 also shows that tPR ' = R and then the standard 
relation between the Ricci scalars of two conformally related 
metrics (see, for example, Ref. 8) leads to 

2 V -I v'a V,bg"b = V;abg"b (= r) . (6) 

If r = 0 on M Eq. (5) shows that va == V,bg"b is a covariantly 
constant vector field on (M, g) and then Eq. (6) shows that 
either va = 0 on M (and so V, and hence tP, is constant on 
M) or va is a nowhere zero, covariantly constant, null vec­
tor field on (M, g) [and which, after an appropriate scaling, 
gives rise to one on (M, g') ]. It then follows, for example, in 
(M, g) that if c is a geodesic with affine parameter T not lying 
in the hypersurface tP = const then dY /dT is equal to a non­
zero constant along c because of the relation Va;b = O. Since 
V is a positive function on M, c is, therefore, incomplete. If 
r = const:;i:O on M, Eqs. (5) and (6) show that va is a 
proper, gradient, nowhere zero, homothetic Killing vector 
field on (M, g) [and a similar vector field arises on (M, g') ] 
and it is clear that the paths of va are everywhere spacelike 
or everywhere timelike geodesics with respect to both g and 
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g'. If <;>ne selects any affine parameter T along any of these 
geodesics in (M, g) one finds that (d /dT)( IK11/2) is con­
stant, where K = vaybgab . This means that K will become 
zero after a finite affine parameter distance along the geode­
sic in a certain direction. However, Eq. (6) forbids K = 0 
because r:;i:O and so the geodesic is incomplete. Now consid­
er the case when J'" is timelike. By constructing local Gaus­
sian coordinates about any point based on the geodesic ftow 
J'" and using the fact that va is a gradient, homothetic Kill­
ing vector field [that is, using only Eq. (5) with r a nonzero 
constant] one can arrange the metric g in the form (cf. 
Ref. 9) 

(7) 

where the xa are local coordinates in the hypersurface 
t = const and where the hap are independent of the affine 
parameter t along the geodesic ftow. One then finds that V is 
a function of t only and that 

d
2
V =V'b8g8~= _ 41r (~V= - 8Irt2+at+/3), dt 2 a. 

(8) 

with a and/3 constants. Use ofEq. (5) again then shows that 
a = O. Then Eq. (6) implies that/3 = o and so V = - !rt2. 
A similar situation occurs when va is spacelike. Instead of 
(7) one has, in an obvious notation, 

ds2 = dx2 + x 2h ;.p dxa dxfi, V = ~ rx2 
, (9) 

where the h;.p are the components of a three-dimensional 
Lorentz metric in the hypersurfaces x = const and are inde­
pendent of x. This completes the proof. 

Conversely if one has a metric g of the form (7) then the 
function V = - l rt 2 satisfies (5) and (6) and the metrics g 
and tPg, where tP -1/2 = V have the same energy-momentum 
tensor and hence the same curvature tensor. 

Using result (ii) of Sec. I and Theorem 3 one has the 
following theorem. 

Theorem 4: Let (M, g) be a space-time with the follow­
ing properties: (i) (M, g) is geodesically complete; and (ii) 
the Weyl tensor components C a

bcd in any coordinate do­
main are such that there are no nonzero solutions for the 
one-form k of the equation ka C a bed = 0 over an open subset 
of M. Then in any coordinate domain the components C abed 
and Gab uniquely determine the metric g up to a constant 
conformal factor. 

The vacuum pp waves can also be characterized as those 
nonftat vacuum metrics admitting a covariantly constant 
(necessarily null) bivector field or'as those nonftat vacuum 
metrics whose curvature tensor is complex recurrent.5 They 
are of Petrov type N. It is perhaps of interest to examine 
which of these properties is possessed by those metrics oc­
curring in part (ii) of Theorem 3, that is, those metrics ad­
mitting a nowhere zero, covariantly constant, null vector 
field I. The Ricciidentity and Eqs. (1) and (2) show thatthe 
Weyl tensor is either zero or else algebraically special with 
repeated principal null direction 1 at each point of M. It 
seems that all algebraically special types can occur. How­
ever, if the Weyl tensor is type III at any point of M then the 
dominant energy conditions (as given, for example, in Ref. 
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10) fail at that point. This is because the type III require­
ment on the Weyl tensor expressed in terms of the Bel crite­
ria 11 together with the relations RObedl d = 0 and Rab I b = 0 
and Eqs. (1) and (2) show that R = 0 and that the Ricci 
tensor has Segre type {( 31 )} with zero eigenvalueY The 
connection between the Petrov type and the Segre type of the 
energy-momentum tensor on the basis of the relation 
Rabedld = 0 is given in Ref. 3. If the Weyl tensor is of Petro v 
type N or 0 at any point of M then a similar calculation to 
that described above shows that again R = 0 at that point 
and the Ricci tensor, if nonzero, is of Segre type {( 211 ) } 
with zero eigenvalue, taking the form Rab ex: fa f b . The con­
verse is also true. If the type N condition holds o;yer an open 
subset U of M a differentiation of the equation C abed I d = 0, 

+ 
where C abed is the complex self-dual Weyl tensor, shows 

+' + 
thatthe Weyl tensor is complex recurrent (C abed;e C abedPe 

for some one-form p). A similar argument shows that, what­
ever the Petrov type, any complex, self-dual null bivector 
f#b with ~rincipal null direction f is also complex recurrent, 
F ab;e = F abqe forsomeone-formq. When the Petrov type is 
N or 0 over an open subset U of M, the algebraic restrictions 

+ 
on Cabed and Rab show that F ab;[cd J = 0.13 Hence in these 
cases q is locally a gradient, qa = t/J a for some differentiable + . 
function t/J, and e tP F ab is a constant, complex, null bi vector. 
As expected, these cases show the closest similarity to the PP 

waves. 
For those metrics occurring under the conditions of part 

(iii) of Theorem 3 [metrics (7) and (9) lone can establish a 
correspondence between the Petrov type, the algebraic 
(Segre) type of the space-time Ricci tensor, and the algebra­
ic type of the intrinsic Ricci tensor in the hypersurfaces 
V = const. This correspondence is particularly easy when 
these hypersurfaces are spacelike. In this case it turns out 
that at each point the Petrov type is I, n, or O. The respective 
Segre types for the Ricci tensor are {I, Ill}, {I, 1 ( 11 ) }, or 
{I, ( 111 )} (where in each case further degeneracies involv­
ing the timelike eigenvalue only are permitted) and for the 
intrinsic hypersurface Ricci tensor, {11l}, {1(1)}, or 
{ ( 111 )}. This follows in a straightforward way from the 
Gauss equation connecting the space-time curvature and the 
intrinsic hypersurface curvature, the relation v'aR abed = 0, 
and the table in Ref. 3. The hypersurfaces V = const are, 
incidentally, umbilical hypersurfaces each with constant 
mean curvature. 
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The above discussion concerns those special cases when 
the prescription of the Weyl tensor and Einstein (or energy­
momentum) tensor, in the sense of Theorem 2, does not 
determine the metric tensor up to a constant conformal fac­
tor. However, it was remarked in Ref. 6 that, in the general 
case, one would expect the conclusions of Theorem 2 to hold. 
This can be made precise in the following way. Let L be the 
set of C Lorentz metrics on M (r;;:.3) and let r' (L) denote 
the topological space comprising this set together with the 
Whitney C topology (for further details onjet bundles and 
the Whitney topologies see Ref. 14). It has been shown in 
Ref. 15 that there exists an open, dense subset Wof rr (L) 

such that for each gE W there are no nonzero solutions for the 
one-form k of the equations kaR abed 0 or ka C\cd 0 as­
sociated with g at any pEM. This result, together with 
Theorem 2, leads to the final theorem which will be stated, 
somewhat informally, as the following. 

TheoremS: It is generic for the Weyl tensor and Einstein 
(or energy-momentum) tensor on M to determine the met­
ric on M up to a constant conformal factor and to determine 
the connection on M uniquely. 
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Any theory constructed out of the metric tensor and its derivatives can also be regarded as a 
theory constructed out of a frame field and its derivatives. In general, the converse is not true. 
It is shown that with the additional assumption that the theories are Lorentz invariant the 
converse is true. Theories involving the metric spmor and its derivatives are then included in 
this equivalence and the various interrelationships are studied. 

I. INTRODUCTION 

In the study of concomitants in relativity,l there are 
three objects that can be used to represent the gravitational 
field: (i) the metric tensor gij' i,j = 1, ... ,4; (ii) the frame 
field (orthonormal tetrad-or vierbein) h f, a = 1, ... ,4; or 
(iii) the spin-tensor (Tux', A,x' = 1,2. Here, lowercase 
Latin indices signify space-time components, lowercase 
Greek indices signify frame components, and uppercase Lat­
in indices signify spinor components. By virtue of the defini­
tion 

(Tux' =h f(TaAX' , 

where the (T aAX' are the conventional Pauli spin matrices, 
any concomitant of h f and its derivatives can be regarded as 
a concomitant of (Tux' and the same number of its deriva­
tives and vice versa. The relation between the metric and the 
frame field is 

gij =hfh!1/czP' (1.1) 

where 1/czP=diag( - 1, - 1, - 1,1). Hence any concomi­
tant of gij and its derivatives is a concomitant of h f and its 
derivatives. However, the converse is not necessarily true, as 
can be seen by the vector 

A,=h~jh~, (1.2) 

where a vertical bar denotes covariant differentiation, i.e., 

h~j=hfj - {/j}h k , 
where a comma denotes partial differentiation with respect 
to the local coordinate x j and {I kj } is the Christoffel symbol 
of the second kind. Clearly, 

AI = AI (h ,!;h J.k ) 
and yet AI cannot be expressed as 

A/=AI(gjk;gjk.h} , (1.3) 

since the invariance identities3 for such anAl under a coordi­
nate transformation imply that tensors of the form (1.3) 
vanish identically. 4 

We shall show that, in the more general case of second­
order concomitants, there is an equivalence if, in addition, 
one assumes that the concomitant is invariant under a prop­
er orthochronous Lorentz transformation, i.e., 

h' a CRah lJ 
1=..z.1J I' 

where .?p is a Lorentz matrix. Thus all three types of con­
comitants will be equivalent Since Ai as given by (1.2) vio­
lates Lorentz invariance we see the need for this restriction 
to obtain the equivalence. 

The proof of this result relies on the use of invariance 
identities,3,s which arise from the demand of Lorentz invar­
iance. It is actually validfor a space of arbitrary dimension 
and signature. The group involved must necessarily preserve 
this signature, i.e., it consists of matrices .?p , a, f3 = 1, ... , n, 
such that 

1/czP = .?;1/"v.?'P ' 
where 1/alJ =diag( ± 1, ± 1, ... , ± 1). We will call it the sig­
nature group. 

There are two notable consequences of this result. The 
first is that the notion of gravity as a Lorentz gauge theory6 is 
reinforced. The second is that it enables us to simplify the 
proofs of known results 7 and generate new ones, as will be 
shown in Sec. III. 

II. EQUIVALENCE 

We start with an arbitrary second-order concomitant of 
the frame field, i.e., 

A =A(hf;hfj;hfjk}' 

It turns out that it does not matter how A transforms under a 
coordinate transformation, so all space-time indices are sup­
pressed on A. In order to derive the invariance identities for 
A, it is convenient to coordinatize the signature group such 
that an element .?p of the connected component of the iden­
tity can be expressed as 

.?p = exp( - UaY1/yp) , 

where uay(x/) = - Uya(XI) are the coordinates relative to a 
canonical chart of the first kind.6,8 The invariance of A under 
a signature group transformation is expressed as 

(2.1) 

The three invariance identities obtained by differentiating 
(2.1) with respect to uY"',,., uY"'." and uY'" and then evaluat­
ing at the identity transformation uJ'W = 0, reduce to 
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respectively, where h ~ is the inverse of h j. aA £a{) h /3 - 0 --a- Uy",1/{)/3 i - , 

ah i,rs 

aA £a{) h /3 2 aA £a{) h /3 - 0 
--a- uY'" 1/{)/3 i + --a- uY'" 1/{)/3 i,s - , 
ah i,r ah i,rs 

and 

aA Da{) h /3 + ~ Da{) h /3 
aha y",1/{)/3 i ah': Y'" 1/{)/3 l,r 

(2,2a) 

(2.2b) 

The proof of the result is patterned after that of Noriega 
and Schifini9 and amounts to showing that the differential 
dA, which is by definition linear in dh f, dh rj' and dh rjk, 
can be expressed in terms that are linear in just dgij' dgij,k' 
and dgij,kh' From (1.1) it is possible to obtain the relations 
between dgij and dh f, etc., by taking the appropriate deriva­
tives and differentials, These relations can be expressed as 

1 l,r 

aA £a{) h /3 - 0 + --a- UY'" 1/{)/3 i,rs - , 
ah i.rs 

(2.2c) dh ~ = 1/Y"'h ? dgij - 1/
yw

h ?h f1/a/3 dh! ' 

dh tk = 1/
yw

h ? dgij,k - 1/
yw

h ?h f1/a/3 dh t 

(2,4a) 

respectively, where D~! is the generalized Kronecker delta 
£a{) £a £() £a £() - 1/Y"'h ?h rk 1/a/3 dh! - 1/

yw
h ?h t 1/a/3 dh f , 

U yw = UYUU) - U(tJU Y • 

Details of these calculations can be found in Ref. 5, Sec. 4. 
Here we have made use of the relation and 

(2,4b) 

1 £a{) 
- - u Y'" 1/{)/3 . 

2 
dh tkh = 1/

yw
h ? dgij,kh - 1/Y"'h ?h f1/a/3 dh th 

To use the invariance identities (2.2) we expand them as - 1/Y"'h ?h f" 1/a/3 dh rk - 1/
yw

h ?h rk 1/a/3 dh f" 

and 

(2.3a) - 1/
yw

h ?h t 1/a/3 dh rh - 1/Y"'h ?h rh 1/a/3 dh t 

- 1/
yw

h ?h rkh 1/a/3 dh! -1/Y"'h ?h th 1/a/3 dh f . 
(2,4c) 

2 aA ",ah j h /3 
+ --w- 1/ a 1/ y/3 i,s' 

ah i,rs 
(2.3b) We begin by substituting (2.3) and (2,4) into twice the 

differential dA, i,e., 

+ ~ wah j h /3 _ ~ h j h a 
ah'" 1/ a 1/Y/3 l,r ah Y a l,rs 

I,r I,TS 

+ aA dh Y + aA dh Y + ~ dh Y 
ah Y j ah Y j,r ah r j,rs 

J l,r j,rs 

aA ",ah j h /3 
+ --w- 1/ a 1/ y/3 i.rs' 

ah i,rs 
(2.3c) 

to obtain (upon cancellation of like terms) 

2 d'A - aA Y"'h j d aA Y"'h j d aA YWh j h /3 dh a aA YWh j d - --w 1/ Y gij + --w-1/ Y gij,k - --w-1/ Y j,k 1/a/3 i + --w-1/ Y gij,kh 
ah i ah i,k ah i,k ah i,kh 

_ 2aA Y"'h jh /3 dh a _~ YWh jh /3 dh a 
ah '" 1/ Y j,h 1/ a/3 i,k ah W 1/ Y j,kh 1/ a/3 i 

i,kh i,kh 

_ ~ h j h a dh r _ ~ h j h a dh Y _ 2 aA h j h a dh a 
ah Y a l,r j ah Y a l,rs j ah Y aI,s j,r . 

l,r I,TS I,TS 

By substituting (2,4a) and (2,4b) into the third, fifth, and sixth terms, we find that 

2 d'A - aA Y'" h j d aA Y'" h j d aA yw h r h /3 h j d aA Y"'h r h /3 h j h 0 dh T ---1/ Y gii +--1/ Y giik ---1/ Y rk /3 gii +--1/ Y rk /3 i1/0T j" 
ah '" "ah W "' ah ~ '" ah W ' I I,k I,k I,k 

aA Y"'h j d 2 aA Y"'h r h /3 h j d 2 aA YWh r h /3 h j h 0 dh T +--",-1/ Y gij,kh ---",-1/ Y r,h /3 gij,k +--w-1/ Y k,h /3 i1/0T j,k 
ah i,kh ah i,kh ah i,kh 

2 aA YWh r h /3 h j h 0 dh T 2 aA YWh r h /3 h j h 0 dh T aA YWh r h /3 h j d + --",-1/ Y r,h /3 i,k 1/0T j + --w-1/ Y r,h /3 j,k 1/UT i - --w-1/ Y r,kh /3 gij 
ah i,kh ah i,kh ah i,kh 

+ a~ 1/ywh~h:'khhfthf1/UTdh;- a~ h~hrrdhJ- a~ h~hrrsdhJ- 2a~ h~hrsdhJ.r' 
ah i,kh ah i,r ah i,rs ah i,rs 

The seventh and fourteenth terms cancel by means of (2.3a), as do the eleventh and thirteenth. Application of (2,3b) to the 
fourth, eighth, and twelfth terms and (2,4a) to the ninth term leads to 
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2 dA aA 1'''' h 1 d aA r"'h 1 d aA r"'h 'h fJ h 1 d + 2 aA h r h a h fJ h 1 dll T =--11 l' gij +--11 l' gijk ---11 l' rk fJ gij -- a Ik rh p j 
ah ': ah tk 'ah tk ' ah i.kh " 

aA r"'h l d 2aA r"'h'h fJ h l d: 2aA r"'h'h fJ h S h(Th l d + __ -n l' gilkh ---11 l' rh fJ gi'k +--11 l' rh fJ sk (T gil ah ~ " .. ah ~ ," ah ~ ,,' I,kh l,kh I,kh 

2 aA r&>h r h fJ h lh (T h S h T dll a aA r"'h r h P h 1 d - -",-11 l' r,h fJ l,k (T l11Ta • - --",-11 l' r,kh p gij' 
ah I,kh ah I,kh 

The fourth and eighth terms cancel by (2,3a) and, upon regrouping terms, we have the desired result, viz., 

2 dA = (aA -nrOJh 1 _ ~ -nr&>h r h P h 1 + 2 aA -nrOJh' h Ph' h (T h j _ ~ -nr"'h r h fJ h l)dg ah '" " l' ah OJ " l' r,k fJ ah ~ 'f l' r,h fJ .,k (T ah '" 'f l' r,kh fJ ij 
I I,k I,kh I,kh 

(~ r"'hl _ 2aA r"'h'h fJ h l )d.. ~ r"'h 1 d .. + ah~ 11 l' ah'" 11 l' r,h P gg,k + ah~ 11 l' gg,kh' 
I,k I,kh I,kh 

Thus we have proved the following lemma, 
Lemma: If a quantity A is a concomitant of the frame 

field and its first two derivatives, i.e., 

A =A(hf;hf.l;hf.lk) ' 

which is invariant under the connected component of the 
identity of the signature group, then A is a concomitant of 
the metric and its first two derivatives, i.e., 

A = A (gij;gij,k;gij,kh) . 

We immediately have the following corollary. 
Corollary: The derivatives of A with respect to gij and its 

derivatives can be expressed in terms of the derivatives of A 
with respect to h f and its derivatives as 

aA =..!.. (aA rOJh 1 _ ~ rWh r h fJ h 1 
a., 2 ah ~ 11 l' ah ~ 11 l' r,k fJ 'Kg I I,k 

+ 2 aA -nr"'h r h Ph' h (T h 1 ah W " l' r,h P .,k (7 

I,kh 

_~-nr"'hrh fJ hl) ah '" " l' r,kh P , 
I,kh 

~ =..!.. ~ r"'h J _ ~ rroh' h fJ h 1 a, 2 ah ~ 11 l' ah ~ 11 l' r,h fJ' 'Kij,k I,k I,kh 

and 

~=..!..~l1rOJh? . 
agij,kh 2 ah 4kh 

At first glance the right-hand sides do not appear to be sym­
metric in i andj, however, this can be established using the 
invariance identities (2.3). 

viz., 

and 

It is also possible to establish the following corollary. 
Corollary: The two Euler-Lagrange expressions for A, 

Eij=.aA _~(~)+ a
2 
(~), 

agij axk tJgij,k axh axk agij,kh 

are related by 

Eij =! '!J~l1aPh ~ 
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or, equivalently, 

'!J~ = 2Eijh /l1Po . 

Thus if one Euler-Lagrange expression vanishes, so dOeS the 
other. 

By virtue of the above lemma and its corollaries we have 
just established the following theorem. 

Theorem: Concomitants of the following three types are 
equivalent: 

(i) A =A(gij;gij,k;gij,kh}; 

(li) A = A (h f;h f.j;h f.lk) 

and A is invariant under a signature group transformation; 
and, ifn =4, 

(iii) A =A(U/AX,;UiAX',l;uiAX',lk) 

and A is invariant under a spin transformation. 
Corollary: If a Lagrangian is one of the above types then 

the Euler-Lagrange equations obtained by varying gij' h f, 
or U/AX' yield the same results. 

We shall now give two examples of the usefulness of 
these results. 

III. DISCUSSION 

Lovelock1o showed that the most general tensor 

A,a =A TS( gij;gij,k;gij,kh} 

in a four-dimensional space that satisfies 

A TS1.=.0 

is 

ATS=aGTS+bgn, 

(3.1 ) 

(3.2) 

where a and b are constants and G rs is the Einstein tensor, By 
using the result of the previous section we immediately ob­
tain the corresponding theorem of Anderson and Lovelock,7 

viz., if 

A rs = A TS(UiAX' ;UiAX',j;U/AX',lk} 

is a spin~tensor in a four-climensional space which is invar­
iant under arbitrary spin transformations and satisfies (3.1 ), 
then A rs is given by (3.2). 

Some authors!! have suggested that the electromagnetic 
tensor might be built out of the frame field and its deriva­
tives, i.e., 
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and 

F rsl ! + F tr1s + F st1r =0. 

An equivalent problem is to consider the dual of Frs' i.e., 

*F rs = €rstuFtu , 

where €rstu is the four-dimensional Levi-Civita symbol, with 

and 

Ifwe demand that *Frs (or Frs) be invariant under a frame 
field rotation then our result, coupled with that of Love-
10ck,1O implies that there are no such tensors since A rs as 
given by (3.2) is symmetric. 

It is clear that we must study what effect the introduc­
tion of additional fields will have. 
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It is shown that Einstein's equations are always linearization stable around any finite region of 
space-time. Let (n~b ) be any region of space-time, admitting a compact Cauchy surface with 
nonempty smooth boundary, and with ~b a sufficiently smooth solution of the vacuum Einstein 
equation. It is shown that for any solution g!b of the linearized equation and any open region 
UCO, there exists a smooth one-parameter family 8!b of solutions on U such that (8!b 1 ... =0 

= ~b) 1 u and (d IdA. )8!b =g!b)1 u' By using a result of Choquet-Bruhat and York [The 
Cauchy Problem, General Relativity and Gravitation, edited by A. Held (Plenum, New York, 
1980), Vol. 1) asserting the smoothness of the map that sends initial data into solutions of 
Einstein's evolution equations the proof of the above theorem is reduced to the proof of a 
similar theorem for Einstein's constraint equations. The proof of this latter theorem involves 
the use of the implicit function theorem in Hilbert spaces. This local result on linearization 
stability asserts, in contrast to the general global case, that linearization about any vacuum 
solution is locally physically meaningful. 

I. INTRODUCTION 

A substantial fraction of our knowledge about solutions 
of the equations of general relativity has been obtained by 
linearizing Einstein's equations about some exact solution. 
What is the relation between. the solution of the linearized 
equations that we can compute, and the would-be exact sol~­
tion for which the former is supposed to be an approxima­
tion? A full answer to this outstanding question is beyond the 
scope of our present understanding of the theory. Neverthe­
less, we can answer a related one that gives us enough confi­
dence in certain linearization results even if it does not give 
us all the information we would like to obtain: Given any 
solution of the linearized equations 4hp.v about a background 
metric 4gp.v, does there exist a smooth one-parameter family, 
4~v' of exact solutions such that 4~v I ... = 0 = 4t,!v and (d I 
dA.) 4~vl ... =0 = 4hp.v? When the answeris affirmative, then 
we will say that Einstein's equations are linearization stable 
about the given background. This property not only tells us 
that we are actually approximating some exact solution, but 
also (with the help of Taylor's formula applied to suitable 
function spaces) that we are approximating it well. 

Linearization stability of Einstein's equations has al­
ready been investigated in two cases: when the background 
metric describes an isolated system, and when it describes a 
closed cosmology that can be foliated by compact Cauchy 
surfaces without boundary. Linearization stability occurs 
for the first case in general,I,2 and for the second case pro­
vided the background metric does not possess any contin­
uous isometry. 2--6 If it does have isometries there are neces­
sary and sufficient conditions for the directions 4hl'-v to be 
stable. 

Although the two cases mentioned above include many 
applications of physical interest, they do not cover all of 
them. In fact, most of the exact solutions we know today 
cannot be extended (with physically plausible sources) to 

.) Permanent address: Department of Physics, University of Maryland, 
College Park, Maryland 20742. 

asymptotically flat spaces or to closed cosmologies. Such is 
the case, for example, for all the axisymmetric, stationary, 
and cylindrically symmetric space-times. On the other hand, 
the causal character of Einstein'S equations assures us that 
existence of solutions in localized regions can be discussed 
independent of the asymptotic properties of space-time. 
Thus a local result on linearization stability is not only desir­
able but is also natural. 

A suitable version of this local result, which we shall 
prove below, is the following theorem. 

Local Linearization Stability Theorem: Let (0, 4g~v ) be 
a region of space-time that is compact, with smooth bound­
ary, globally hyperbolic, and with 4~b eH 6 (0). Then for any 
solution 4hab eH 6 (O) of the linearized equations and any 
open region UCO there exists a one-parameter family 4~b 
eH:; (0) of exact solutions on U such that 

4~b 1 ... =0 = 4~b 1 u and ~ 4~b 1 ... =0 = 4hab I u' 

Here Ir (0) denotes the Sobolev space offunctions that 
are square integrable together with derivatives up to order s 
(Ref. 7). Note that the existence ofthe one-parameter fam­
ily of solutions 4~b is only asserted on regions strictly con­
tained in O. This is because for A. =1= 0 the region that is global­
ly hyperbolic with respect to 4~b may be strictly contained 
in O. We shall prove local linearization stability for the vacu­
um Einstein equations only: more generally we could consid­
er the system of Einstein's equations plus those describing 
the evolution of matter fields. If the latter equations are 
themselves locally linearization stable and if the whole sys­
tem is hyperbolic we expect that the proof of the above 
theorem can be extended to cover the case with sources. 
(See, however, Ref. 8.) 

Our first step in the proof of the above theorem is the 
usual reduction to a proof of linearization stability for the 
constraint equations on any Cauchy surface :I. of (0, 4~b ). 
Our second step is to prove linearization stability for the 
constraint equations. 
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II. REDUCTION OF THE PROBLEM TO LINEARIZATION 
STABILITY OF THE CONSTRAINT EQUATIONS 

Let 2: be any Cauchy hypersurface of the globally hyper­
bolic space-time (fl,4g~b ). On 2:, 4g~b and 4hab induce initial 
data sets (g~b ,1T~b), and (h ~b ,W~b), respectively. The first set 
automatically satisfies the exact constraint equations, the 
second the linearized ones. Assume there exists a differentia­
ble one-parameter family of solutions of the constraint equa­
tions such that 

(4gab C,1), 41Tab(,1»)IA~o = (g~b,1T~b) 

and 

~(4gab (A), 4u"h(,1») I = (hab ,Wab ) . 
d,1 ).=0 

Then the following theorem asserts that for any open U C fl, 
there exists a differentiable one-parameter family of solution 
of the full Einstein equations. 

Cauchy Stability for the Einstein Equations2
•
9

: Let 
(fl, 4g~b ) be a globally hyperbolic, compact region of space­
time satisfying the vacuum Einstein equations with 4g~b 
EH 6 Cfl). Then for any open Ucfl and any Cauchy surface 
there exists a neighborhood W of (g~b,1T~b) in 
HSCL) XH5(2:) such that the mapping from initial data to 
solutions of the reduced Einstein equations exists and is dif­
ferentiable (C I) from W to a neighborhood of 4g~b in 
H 5 {fl). 

Thus the problem reduces to showing that the con­
straint equations are linearization stable. 

III. LINEARIZATION STABILITY OF THE CONSTRAINTS 

A. Submersion version 

The implicit function theorem in Banach spaces is the 
proper tool to prove linearization stability: the differential 
equation is considered an implicit description of its solution; 
it can be inverted-that is, solved- in a neighborhood of a 
solution ifits linearization satisfies certain conditions. In the 
convenient "submersion" version these conditions demand 
essentially that the linearized equations can be solved for an 
arbitrary source. More precisely we have the Fischer-Mars­
den sufficient condition 2.4: Let X, Ybe Banach manifolds and 
¢: X -; Ya C I map. Let xoEX be a solution, ¢(xo) O. Sup­
pose that its differential D¢x : TX -; TY is surjective and that 
its kernel has closed complement in TX. Then the equation 
¢ C x) = 0 is linearization stable at x(). 

In our application we will take X to be the 
H 2 (2:) X H 1 (2:) space of initial data (gab' 1TGb ) on 2: (Ref. 
10) and Y the H () (2: ) X H 0 (2:) space of scalar and vector 
fields (N,N a ) on 2:. The pointxo is the unperturbed solution 
(g~b,~b), TX and TYare identified with X and Y, respec­
tively, ¢ is the constraint map, 

¢(g,1T) = (Ho: = R (g) + 1Tab u"b - ~,Ha: = Db u"b) , 

and D¢x is the constraint map linearized at (g~b,~b). Be­
cause of the special form of ¢ we can actually show that it is a 
C 1 mapfromH 2 (2:)XH 1(2:) toHo(2:) (Ref. 11). Since 
D¢x is a continuous linear map, its kernel is closed; but TX is 
a Hilbert space and so the complement ofkernelD¢x is also 
closed. Thus we only have to prove surjectivity. 
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Suppose the contrary, namely that there is some non­
vanishing (N,Na )EY that is not the image of any element of 
X. Since Yis a Hilbert space we can take (N,N a ) orthogonal 
to the range of D¢x (which is closed), 

i (N,N a) 'D¢x,,(h,w )d"2, = 0, for all (h,w)EX. 

Following Choquet-Bruhat and York2 we now consider the 
Hamiltonian for general relativity, H: X -;R, 

H = i (NHo + NUHa )d"2,. 

Its differential evaluated at the solution X o = (gO,1To), 

DH(gn,7Tol (h,w) = i (NDHo + NUDHa)' (h,w) 

= i (N,N a
) 'D¢xo (h,w)d"2, 

vanishes for all (h,w)EXby virtue of the orthogonality con­
dition assumed above. 

By restricting (h,w) to be of the form hab = ¢g~b' 
wab = Ii gD(a I bl , for arbitrary, smooth (¢,l a ) that vanish 
on the boundary, we can see that (N,N" ) is a weak solution 
of an elliptic system of equations. The coefficients of this 
system (g~b,1T~b and their derivatives) are in such Sobolev 
spaces that one can show (N,N a) is actually in 
H2("2,) XH2("2,) (Ref. 12). 

Integrating by parts and using Hamilton's equation for 
general relativity,13 we get 

DH(gO,7To) (h,w) = i ( - iJ"bhab + gab wob )d2: 

- r FI dS, = 0 V(h,w)EX. 
JaL 

Here ( . ) denotes the Lie derivative with respect to the four­
vector Nn° + N°, na being the unit normal to "2,. Here F I 

are boundary terms arising from partial integration, 

FI = - Og"bgcl - g"Cghl) (NDchab - habDcN ) 

+ 2Xawal + 2 (N a1Tbl - N1u"b )hob . 

We first restrict (h ,w) to vanish at the boundary, so that 
FI = 0, and we then have (g,ir) = O. Thus (g,1T) must be 
initial data for a space-time possessing a Killing vector field, 
namely Nn° + N°. Next we allow wab to take arbitrary val­
ues also at the boundary and we find 

o = r FI dSI = 2 r Na wol dSI , 
JaL JaL 

hence N 0 laL O. Similarly, by letting hob and Dlhab be ar-
bitraryon J2: weconcludeN iaL = DaN laL = O. Butthereis 
no Killing vector field with these boundary properties. 14 

Thus we here arrived at a contradiction and so we conclude 
D¢x is a surjective map. This completes the proof of lineari­
zation stability. 

B. York decomposition version 

Here we construct, for any linearized solution, a partic­
ular one-parameter family of exact solutions. This also con­
stitutes an alternative proof oflinearization stability. We as-
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sumethat the initial data for the background solution satisfy 
1To == O-that is, the background space~time admits a maxi­
mal slice. This condition is not very restrictive since the exis­
tence of maximal slices for space-time regions of the type we 
are using here has been established.1s (We note that in the 
submersion version this condition was not needed.) 

Let the solution be of the form16 

gab (A.) = 8ab (A. )~4(A.) , 

~b(A.) =p-6(~b(A.) +A. 2'11ab ). 

with 

8ab(A.): =~b +A.hab , 

n.ab(A.): = ~b + A.Wab , 

~(A.):= (1 +A. 2X). 

'IIab(A.): = 2(D (alb) - uabDclc)v'8, 

where (~b,~b) is the background solution, (hab,wab ) the 
linearized one, and Dais the covariant derivative associated 
with the conformal metric 8ab (A.). The functions ~ and I a 
are to be determined by solving the constraint equations with 
the boundary conditions 

~Ial: = 1, Ib I ill: = O. 

To show existence of such solutions (x (A.), I b (A.»)eH ~ (li) 

XH ~ (1:) that are smooth functions of A. we use the implicit 
function theorem on Banach spaces. We consider the con­
straint equations as an implicit relation between the vari­
ables X, I b, and A.: 

A. 2f(x,[b ,A): = A. 2~,tX - i(R,t~ 

- M,t (/b)~-7) + N,t~-7 = 0, 

A. 2jh(X,lc,A): =A. 2Dat/J'b 

'" '" + Dair'b + 4tfJ-11TDb~ = 0, 

whereR,t is the scalar curvature of8ab (A.), a,t: = gab DaI)b. 
M,t = (ir'b + A. 2t/J'b) (1r"d + A. 2",,) 8ac8bd' and N,t = '"i. 

The pair (f, fb ) is a C 1 function of the three variables 
intoHo(1:),and (f,fb) (0,0,0) =0. To apply the implicit 
function theorem we evaluate the dift'erential of (f,fb) at 
(X,I b) = 0 = A., holding A. fixed, as a linear map on 
(BX,BI a )eH~ (1:) XH ~ (1:): 

Df(0)'(BXB1a) =a08x-M08x+l~bD(a'51b), (1) 

Dfb(0)'(BXB1a) =Da(D(aBl b) -l$"'bDcBIC). (2) 

This is a second-order elliptic map on a compact manifold 
with boundary and with coefficients in· Sobolev spaces of 
high enough order so that if it is injective then it is also sur­
jective,17 and therefore an isomorphism. 

Assume, by contradiction, that the above map is not 
injective. Then there exists some nonvanishing pair 
(BX.Blb)eH~(1:)XH~(1:) that is mapped to zero. Con­
tract (2) with Bib and integrate to obtain 

L BlbDjh(O)' (BXBI a)dI. 

= L (D (aBl b) ! gOabDcB1cY d1: = O. 

This implies that BI b is a conformal Killing vector field in 
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(1:~b ). It is easy to show by an argument similar to the one 
in Ref. 12 that there is no confo'rmal K.illing vector which 
can vanish on a1:, so that Bl b = O. Now multiply (1) by BX 
and integrate 

L BxDf(O)' (BX,O)dI. 

= - L {(DBX)2 + Mo(BX)2}dI. = 0 . 

This implies, since Mo>O and BXlal: = 0, that BX also. must 
vanish everywhere. From this contradiction we conclude 
that (Df,Dr) is an isomorphism. The implicit function 
theorem then shows the existence of functions X and I b that 
are smooth in A.. Thus we have shown the existence of the 
one-parameter family of exact solutions and established lin­
earization stability. 

IV. CONCLUSIONS 
We have shown in two ways that the source-free Ein­

stein equations, restricted to a local space-time neighbor­
hood, are linearization stable. The first version of the proof 
shows that the space of solutions is a C 1 manifold in the 
function-space neighborhood of any particular solutiop. The 
second version identifies the free data and constructs the 
particular family of exact solutions that coincides (for alIA) 
with the linearized solution on the boundary of the neighbor­
hood. 
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invertible and all the series converge. Next we use for example that 
L 4 (!.)CH I (!.) to bound the terms of the form (Dh)2: 

II(Dh)2I1u IIDh IIi, <CIIDh II~' <Cllh II~'· Using the same type of in­
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using sequences of operators {L n }, with smooth coefficients, converging 
to L, tells us that every weak solution L(u) 0 is in H2(!). The above 
inequality is a generalization of the one proved in Ref. 19. See also Ref. 17. 

l30ne actually computes the adjoint map *Dq,x (N,xa) -> (17,UJ) , and then 
substitutes for the evolution equation. 

t4Use Killing transport, as defined in R. Geroch, Commun. Math. Phys. 13, 
180 (1969). [A conformal Killing vector Sa (i.e., V(aSb) = q,gab) must 
satisfy naVasb =na(Fab +iq,gab)' naVaq,=naka, n"VaFbc 

na (Rbcadtd + k1bgc)a), and naDakb = na(;dVaLab + q,Lab 
+ 2Rd(aFb) d), where Lab = Rab - ~ gabR, for arbitrary na. Letting 
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Petrov type N, shear-free, perfect fluid solutions of the Einstein field equations are 
investigated. It is shown that if the fluid pressure p and energy density ware related by a 
barotropic equation ofstatep = pew) satisfying w + P=l=O, and if the Weyl tensor is of Petro v 
type N then the fluid's volume expansion is zero but the vorticity is necessarily nonzero. The 
differential equation determining p as a function of w is given. For this class of solutions the 
fluid's vorticity vector is orthogonal to the acceleration. 

I. INTRODUCTION 

There are a number of results in the literature that sug­
gest that the following conjecture holds, in general. 

Conjecture: Any shear-free perfect fluid in general rela­
tivity, with a barotropic equation of state p = p (w) (w is the 
energy density and p is the fluid pressure) such that 
w + p=l=O, has either vanishing vorticity or vanishing expan­
sion. 

For example, the conjecture is known to hold in (i) all 
dust space-times (Ellis 1 

), (ii) conformally flat space-times,z 
(iii) spatially homogeneous space-times (King and Ellis3 

and White4
), (iv) shear-free radiation, p =!w (Treciokas 

and Elliso5
), (v) the case when the fluid vorticity Wa and 

acceleration ua are parallel (White and Collins6
), and (vi) 

the case when the magnetic part of the Weyl tensor, with 
respect to the fluid flow, vanishes (Collins7

). 

Shear-free fluids with a barotropic equation of state are 
of considerable interest in cosmology from both the theoreti­
cal and observational point of view (Friedmann-Robert­
son-Walker models, Godel solution, etc.). For example, 
certain observational aspects of shear-free fluids, which are 
relevent to cosmology, are most readily highlighted when 
one considers the formulas for recessional motion, relative 
red shift, and transverse motion of neighboring galaxies. 2.8 It 
then readily follows, for example, that shear-free fluid solu­
tions would retain the desirable feature of isotropy of local 
motion but allow the galactic red shift to be anisotropic if 
ua =1=0. (The relative measure of this anisotropy would be 
given by the ratio 31ua 1/8, where 8=1=0 is the volume expan­
sion.) Consequently, there would be a preferred direction, 
which coincides with that of Ua , as indicated by the maxi­
mum red shift. On the theoretical side, the general validity of 
the above conjecture, together with the possibility that rela­
tivistic kinetic theory requires perfect fluids to be shear­
free,s would impart a sense of uniqueness9 to the Fried­
mann-Robertson-Walker cosmological models since it has 
been shown that they are the only physically reasonable 
space-times which represent an expanding, shear-free, irro­
tational perfect fluid, on a global scale. 

Finally, it is interesting to note that there are Newtonian 
self-gravitating, shear-free fluids that are expanding and ro­
tating.2 Therefore, if the conjecture were to be generally val-

.) On leave of absence from School of Mathematics and Computing, Wes­
tern Australian Institute of Technology, Bentley, W. A., Australia. 

id, then it would be a result that would highlight certain 
essential differences between fluid dynamics in Newtonian 
theory and in general relativity. (For an interesting and 
comprehensive review pf shear-free perfect fluids and their 
application~ to cosmology, see Collins.8

) 

In this paper, we will be investigating the validity of the 
above conjecture for Petrov type N space-times. We shall 
show that any shear-free, perfect fluid source, of a type N 
space-time in general relativity, where p = pew) and 
w + P=l=O, must necessarily be rotating,1O w=I=O, with zero 
volume expansion, 8 = O. In addition, the differential equa­
tion determiningp as a function ofw will be given. Finally, 
we will show that for this class of solutions the fluid vorticity 
vector is orthogonal to the acceleration. 

The plan of this article is as follows: Section II contains 
the main results which are summarized in the statement of 
the Theorem and its corollary. The proofs are given in Sec. 
III, and Sec. IV contains some concluding remarks. This 
paper presupposes a knowledge of the Newman-Penrose ll 

formalism (abbreviated NP). All considerations will be lo­
cal. We have chosen geometrized units so that 811"6 = 1, 
c = 1, where G is the Newtonian gravitational constant and c 
is the speed of light in vacuo. Our conventions for the Rie­
mann and Ricci tensors and the signature of the space-time 
are those ofNP. 

II. THE MAIN RESULTS 

In this article, we shall be investigating Petrov type N, 
perfect fluid solutions of Einstein's field equations, 

Rab - !Rgab + Kgab = - Tab' 

where 

(2.1) 

Tab = (w + P)UaUb - pgab' uaua = 1, (2.2) 

in which the fluid congruence is shear-free and the pressure 
satisfies a barotropic equation of state, 

p=p(w). (2.3) 

Our main result is the following. 
Theorem: For any Petrov type N, shear-free, perfect flu­

id solution of Einstein's field equations, in which the perfect 
fluid satisfies a barotropic equation of state p = p (w) such 
that w + p=l=O, the volume expansion is zero but the vorticity 
is necessarily nonzero. 

We therefore conclude that the conjecture holds for Pe­
trov type N space-times. It then follows that the equation of 
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state satisfies a second order, nonlinear differential equation, 
given in the following. 

Corollary: For any Petrov type N, shear-free, perfect 
fluid solution of Einstein's field equations in which the per­
fect fluid satisfies a barotropic equation of state p = p (w), 

with w + p=l=-O, the pressure p (w) must be a solution of the 
differential equation 

9(w + p) (w + 3p - 2K)ji 

= (1 + 3p)(9pw + 18pK - 9pp - w - 3p + 2K), 

p=l=-const, 

with no additional constraints onp(w). 

III. PROOF OF THE RESULTS 

Let Cabcd and Ua denote the Weyl tensor and four-veloc­
ity of the fluid, respectively. The assumption that Cabcd is of 
Petro v type N seems to naturally lead to the following spe­
cialization of the principal null tetrad {l,n,m,m}. First, I is 
chosen to be the repeated principal null direction of the Weyl 
tensor, so that 

Cabcdld = 0, (3.1) 

and the NP Weyl tensor components satisfy 

'1'0 = '1'1 = '1'2 = '1'3 = 0, 'I' 4=1=-0. (3.2) 

Next, by a null rotation which leaves I fixed, it is possible to 
make n lie in the two-spaces spanned by I and u. Finally, by 
rescaling I and n it is then possible to achieve 

u = (1Iv1) (I + n). (3.3 ) 

From Eqs. (2.1)-(2.3) and (3.3), it follows that the NP 
components of the trace-free Ricci tensor Sab =Rab - ARgab 
satisfy 

<POI = <P12 = <P02 = 0, 

<Poo = <P22 = 2<P11 = !(w + p). 

The Ricci scalar R =24A is given by 

R = w - 3p + 4K. 

(3.4 ) 

(3.5 ) 

(3.6) 

It should be noted at this point that the tetrad is still not fixed 
uniquely. The remaining tetrad freedom is expressed by the 
rotation 

( 3.7) 

where 5 is a real function. 
The shear tensor U ab , vorticity tensor Wab' and expan­

sion 8 of the fluid four-velocity (3.3) are given bi2 

U ab =AI{vaVb -m(a m b)}+A2v(a m b) 

+A2v(amb) +A3mamb +A3mamb' (3.8) 

where 

Al = - p-1/2{p +P -/1-ji + 2(E + E') - 2(y+ y)}, 

A 2 = -~{:r+1T+2(a+p)-if-v}, 

A3 = 2- 1/2 (0- - A), 

Va =2-1/2(1a -na)' 

and 

Wab =BIV[amb J +BIV[amb J +B2m[a m b I' 

where 
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(3.9) 

and 

BI =H:r+1T-2(a+p) -if-v}, 

B2 = - 2- 112
{p -P +/1-ji}, 

8=2- 1/2{E+E'-y-1'-P-P+/1+ji}. (3.10) 

Thus it follows from (3.8) that the fluid is shear-free if and 
only if 

P+P-/1-ji+2(E+E')-2(y+1')=0, (3.11a) 

7+ff+2(a+/3) -K-1I=0, (3.11b) 

u-l=o. (3.11c) 

The next step in the proof requires the explicit injection of 
Eqs. (3.2), (3.4), and (3.5) into the NP form of the Bianchi 
identities which after some straightforward manipulations 
reduce to the following equivalent set: 

U = l, 
7 + ff + 2(a + /3) - K - 11 = 0, 

P -/1 =P -/1, 

2K'I'4- (w+p)(a+p) =0, 

D'I'4 = (p - 4E)'I'4, 

8'1'4 = (7 - 4[3 + 3K) 'I' 4, 

Dw = 1 (w + p) (p - /1 ), 

!l.w = ~(w + p) (2y + 21' - 2E - 2E' + P - /1), 

8w = 3 (w + p) (a + [3), 

pep - /1 - Y - l' + E + E') 

= -(Y+1'+E+E'), 

3u'I' 4 = ~ (w + p)(p - /1 - Y - l' + E + E'), 

(1 + 3p)(a + [3) = K - ff. 

( 3.12a) 

(3.12b) 

(3.12c) 

(3.12d) 

(3.12e) 

(3.120 

(3.12g) 

( 3.12h) 

(3.12i) 

(3.12j) 

(3.12k) 

( 3.121) 

Imposing the shear-free requirement l3 (3.11a) on Eq. 
(3.12k) and using (3.12a), (3.12c), and (3.12j), leads to 

u=A=O, (3.13) 

and 

Y+1'= -(E+E')=~(p-/1). (3.14 ) 

Thus 

Dw = !l.w = ~ (w + p ) (p - /1). (3.15 ) 

U sing certain of the NP equations (4.2), together with 
(3.12b) and (3.13), yields 

8(a + [3) = (a + [3)(a + 3[3 - 211 + 27) + \v4/2, (3.16) 

and consequently a + [3=1=-0, which implies K=I=-0. This indi­
cates that the repeated principal null congruence of the Weyl 
tensor is nongeodesic, and in addition through the use of 
Eqs. (3.9) and (3.12b), that the fluid is necessarily rotating. 
These results are consistent with Oleson's 12 Theorems ( 4.2), 
(5.1), and (5.3). The operator 8 may now be applied to Eq. 
(3.121) to yield the important relation 

2(a + [3)2{(1 + 3p)(3p - 1) + 9ji(w + p)} 

+ '1'4(1 + 3ft) = 0, (3.17 ) 

where < < . > > denotes differentiation with respect to w, and 
where use has been made ofEq. (3.12b) and the NP equa-
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tions (4.2b) and (4.2g).Applyingthe [c5,D] commutator to 
w yields, after canceling a w + p factor throughout, 

c5(p -fL) - 2Dell +{J) 

= (a+{J-iT+K)(P-fL) 

- 2(a + {J)(p + E - E). (3.18) 

From NP equations (4.2k) and (4.2m) and Eq. (3.12c), it 
follows that 

c5(P-fL) = (p+ji)(a+{J) + (r-v)(p-p) 

+ (K -iT)(fL - ji). (3.19) 

Combining Eqs. (3.18) and (3.19) gives 

2D(a + {J) = (a + {J) (p + P + 3fL - ji + 2E - 2E) 

+ (iT-K)(P-fL)· (3.20) 

Also, NP equations (4.2d) and (4.2e) together with Eqs. 
(3.14) and (3.19) give 

2D(a + {J) = (a + {J)(1:p - p - 2p, + ji - 4E) 

+ (iT-K)(P+fL)· (3.21 ) 

Next, the NP equations (4.2d), (4.2e), (4.20), (4.2r) to­
getherwithEq. (3.14) imply 

(D + A)(a + {J) = (a + {J)(2y - 2E + P - fL) 

- !(p + fL)(K + r - v -iT). (3.22) 

On the other hand, applying the [c5,D - A] commutator to 
wand using Eqs. (3.12i) and (3.15) yields 

(A - D)(a + {J) 

= (a+{J)(p-3fL+y-r-E+E). (3.23) 

Solving Eqs. (3.22) and (3.23) for D(a + {J) gives 

2D(a + {J) = (a + {J) (Y + r + 2p, + E - 3E) 

- !(p + fL)(K + r - v -iT). (3.24) 

ComparingEqs. (3.20), (3.21),and (3.24) yields the condi­
tions 

fL(a + {J) = fL{2(a + {J) -iT + K} = 0, (3.25) 

where use has been made ofEqs. (3.12b) and (3.14). Thus 
we conclude that 

fL =0, 

which implies that 

p=p. 

(3.26) 

(3.27) 

Next, we shall sh(jw that if p=l=O, then necessarily a contra­
diction follows. This will be done by considering three sub­
cases. 

Assumption p=l=O: Case ( 1): 1 + 3jJ=I=O,jJ=I=O. Equations 
(3.17) and (3.21) imply, respectively, 

(a +.8)2G(W) + 2'114 = 0, (3.28) 

where 

G: = 4{3jJ - 1 + 9p(w + p)/(l + 3jJ)} (3.29) 

and 

2D(a+{J) = -(a+{J)(4E+3pjJ). (3.30) 

Applying theD operator to Eq. (3.28) yields, ·after canceling 
an a + {J factor throughout, 
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G = 2G(1 + 3jJ)!3(w + pl. 

The D operator applied to Eq. (3.12d) gives 

2DK = K(P + 4€). 

(3.31) 

(3.32) 

Solving Eqs. (3.22) and (3.23) for A (a + {J) leads to 

2A(a + {J) = (a + {J)( 4y + 2p - 3pjJ), (3.33) 

so that the A operator may now be applied to Eq. (3.28) to 
yield 

A'I14 = 'I14 (5p - 4y). (3.34) 

It is now possible, by virtue of Eqs. (3.15), (3.33), and 
(3.34), to apply the A operator to Eq. (3.12d) in order to 
determine AK. We find that 

2AK=K(4y- 3p). (3.35) 

The c5 operator applied to Eq. (3.28) and subsequent use of 
(A4) leads to the following algebraic condition, linear in the 
spin coefficients, 

v + iT- 2K - 47"= 0. (3.36) 

It should be noted that Eqs. (3.28)-(3.36) also hold when 
jJ = 0. Next, using Eqs. (3.12b) and (3.121) in conjunction 
with (3.36), gives 

K + 3r = - 6jJ(a + {J). (3.37) 

Applying c5 to Eq. (3.37), and noting that 
K + 3r¢.O¢::}jJ (a + {J) =1=0, yields 

2r - K = (a + {J)H(w), (3.38) 

where use has been made ofEq. (3.36), and where 

H(w): = 3p(w + p)/2jJ - G 18. (3.39) 

We may now solve for K, r, v, and iT in terms of (a + {J) and 
functions of w: 

K = - (a + {J)(3H + 12jJ)/5, 

r = (a + {J) (H - 6jJ)/5, 

v = (a + {J) (H - 21jJ + 5)15, 

iT = - (a + {J) (3H + 27jJ + 5)/5. 

(3.4Oa) 

(3.4Ob) 

(3.4Oc) 

(3.4Od) 

Finally, the contradiction follows by applying the D and A 
operators to K, as given in Eq. (3.4Oa), and then comparing 
with Eqs. (3.32) and (3.35), respectively. Specifically, Eqs. 
(3.32) and (3.4Oa) imply 

F(3jJ - 1) - 3F(w + p) = 0, (3.41) 

whereas Eqs. (3.35) and (3.4Oa) imply 

F( 5 - 3jJ) + 3F( w + p) = 0, (3.42) 

where 

F: = - (3H + 12jJ)/5. (3.43) 

We conclude that F= ° which implies K = 0, which is im­
possible. 

Case (2)14: jJ = 0. It follows immediately from Eqs. 
(3.29) and (3.31) that this case is impossible. 

Before proceeding to the third and final case of when 
1 + 3jJ = 0, it will prove convenient to use the remaining 
tetrad freedom (3.7) to make 

a+{J=a+~ (A6) 

It then follows that '114 and all spin coefficients are real in this 
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chosen tetrad (see the Appendix). All subsequent analysis 
will be carried out in this tetrad. 

Case (3): 1 + 3jJ = 0. From Eq. (3.121) we have 

K = ff, (3.44) 

which together with the NP equations (4.2b) and (4.2h) 
implies 

ff(/3 - a) + A = 0. (3.45) 

Also, the NP equations (4.2d) and (4.2e) give 

D(a - {J) = pea - /3 + ff), 
so that the D operator may be applied to Eq. (3.45) 
(DK = 0) to give 

K2 = rr = fz(Q - 2K), (3.46) 

where Q is a constant of integration determined by 

w+ 3p=Q. (3.47) 

Since K = ff = const, then the NP equations (4.2b), (4.2c), 
and (4.2i) yield 

v - ff - a + /3 = 0, (3.48 ) 

D7=P7, (3.49) 

Dv = pv, (3.50) 

while comparison of NP equations (4.2j) and (4.2n) gives 

2v(a-/3) =2V(V-ff) ='I'4-2<P11. (3.51) 

Applying the D operator to Eq. (3.51) leads to 

2v2 = '1'4 + 2<P11 - 34>11 (w + p), 

which immediately yields 

(3.52) 

r+KV= (K+7)(a-/3), 

K + v = 2(a + /3), K + 7 = (a + /3) (1 + 3ft), 

<P11 = K(a - /3), '1'4 = 4(a + /3) (a - /3), 

A = 7(/3 - a), 

2(a + /3)2{(1 + 3jJ)(3jJ - 1) + 9p(w + p)} 

+ '1'4(1 + 3ft) = 0, 

8K = K(a + 3/3 + 27), 

8v = V(27 - 3a -/3) + '1'4' 

87 = 7( 7 - a + /3) - KV, 

8(a-/3) = (a-/3)(a-/3-7+K), 

8(a + /3) = (a + /3)(27 - 2v + 3a + /3), 

8'1' 4 = '1'4 ( 7 - 4/3 + 3K), 

8w = 3(w + p)(a + /3), 

(3.57b) 

(3.57c) 

(3.57d) 

(3.57e) 

(3.57f) 

(3.57g) 

(3.57h) 

( 3.57i) 

(3.57j) 

(3.57k) 

(3.571) 

where D and A derivatives of '1'4 and wand all spin coeffi­
cients are zero. 

The NP commutators ( 4.4), as applied to Eqs. (3.57f)­
(3.571), are now identically satisfied by the above system 
(3.57). There remains to consider the 8 operator applied to 
Eqs. (3.57b)-(3.57e). We find that nothing new is obtained 
from Eqs. (3.57c) and (3.57d) when this differentiation is 
carried out, but that Eq. (3.57e) leads to l6 

K + 37 = (a + /3)S(w), (3.58) 

where 

sew): = 2 - 3G{w + p}/G. (3.59) 

2v2 = '1'4' (3.53) Equations (3.57c) and (3.58) imply 

Substituting Eq. (3.53) into (3.51) gives 2K = (a + /3)( 3 + 9jJ - S), 

<PII = Vff. (3.54) 27= (a+/3)(S-I-3ft), 

(3.60) 

(3.61) 

With the NP equation (4.2n) and Eqs. (3.12f) and (3.44), 
the 8 operator may be applied to Eq. (3.53) to give 

4/3=3(ff-7). (3.55) 

Equations (3.llb), (3.48), and (3.55) may be combined to 
yield 

ff = 27 - V. (3.56) 

Finally, if we now apply theD operator to Eq. (3.56) then it 
follows that p(27 - v) = ° which implies 27 - v = ° and 
hence K = ff = 0, which is impossible. Thus we conclude 
p = 0 in all cases and the proof of the theorem is now com­
plete. 

At this stage, it should be noted that because of Eq. 
(3.10) and the Bianchi equations (3.14), the fluid expansion 
() is zero if and only if p - f1 = 0, for the case when the fluid 
is shear-free. However we have shown the stronger result 
thatp = f1 = 0. These extra conditions may be interpreted as 
imposing additional constraints on the kinematical quanti­
ties of the Va congruence. IS 

Before proceeding to the proof of the Corollary, we give 
a summary of the above results, in terms of the spin coeffi­
cients, together with the remaining NP equations (4.2) and 
Bianchi identities (in the tetrad where a + /3 is real): 

(7 = A, = p = f1 = c = r = 7 + ff = 0, (3.57a) 
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which together with Eqs. (3.57d) give 

<P 11 (S - I - 3jJ) = A(S - 3 - 9ft). (3.62) 

This is a nonlinear, third-order differential equation for 
pew). It follows from Eqs. (3.57c) and (3.60) that 

2v = (a + /3) (1 - 9jJ + S). (3.63) 

Thus, using Eqs. (3.57d), (3.57e), (3.60), (3.61), and 
(3.63), Eq. (3.57b) reduces to 

2(S - 1 - 3jJ)2 + 2(1 - 9ft + S)(3 + 9ft - S) 

(3.64) 

which is a nonlinear, third-order differential equation for 
pew). Finally, applying the 8 operator to Eq. (3.60) leads to 
the nonlinear, fourth-order equation 

(3 + 9jJ - S) (4 - 36jJ + 4S + G) 

= 12(w + p)(9p - oS). (3.65) 

Equations (3.62), (3.64), and (3.65), which must all be 
simultaneously satisfied by pew), express the total remain­
ing integrability conditions, at this level, for the system 
(3.57). In order that solutions to Einstein's field equations, 
subject to the indicated assumptions, exist, we must show 
that a choice of pew) can be made so that Eqs. (3.62), 
(3.64), and (3.65) can be simultaneously satisfied. Remark­
ably, we will show that solutions do, in fact, exist by essen-
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tially "reducing" these equations to a single, nonlinear, sec­
ond-order differential equation. 

We proceed by first solving Eq. (3.62) for S, yielding 

S: = 2 - 3G(w + p)/G 

= (1 + 3ft) (cI>11 - 3A)/(cI>11 - A). (3.66) 

Substituting this expression for S into Eq. (3.64) leads to 

8{cI>11 - A - 3P(cI>11 + A)} = G(A - cI>11)' (3.67) 

or equivalently 

9(w + p)(w + 3p - 2K)p 

= (1 + 3P)(9pw + 18PK - 9pp - w - 3p + 2K). 
(3.68) 

A simple check shows that p = const is not a solution of the 
system (3.65)-(3.67). Thus necessarily p¢const whichim­
plies A¢cI>l1' IfEq. (3.68) is solved for p then by differenti­
ating, an expression for p is obtained. When we substitute 
this expression for p and the one for p as obtained from Eq. 
(3.68), into Eq. (3.66), there results an identity. Similarly, 
we may use Eq. (3.66) to eliminate Sand S in Eq. (3.65) 
thereby yielding a second-order differential equation. Final­
ly, if the expression for p, as determined from Eq. (3.68), is 
substituted into this equation, an identity results. I? Thus we 
conclude that any solution ofEq. (3.68) satisfies Eqs. (3.65) 
and (3.66). This completes the proof of the Corollary. 

In general, for shear-free, type N space-times with 
p = pew) it follows from Eqs. (3.57), that the fluid l8 has 
nonzero acceleration and vorticity: 

ua = - 3p(a + {3){ma + ma}¢O, (3.69) 

tiJa = i(a + {3){ma - ma}¢O. (3.70) 

Thus UatiJa = 0, and therefore the acceleration vector is or­
thogonal to the vorticity vector. This is to be compared with 
the complementary results obtained by White and Collins6 

where they consider the case when the vorticity vector is 
parallel to the acceleration. They find that if tiJa¢O then 
necessarily () = 0 and all possible space-timesl9 are either 
Petrov type I or type D. 

IV. DISCUSSION 

In some of the more recent studies devoted to shear-free 
fluids, an orthonormal tetrad formalism was employed. This 
approach does appear enticing because of the ease of adapt­
ing this tetrad to the kinematic features of the fluid. This 
appeal is further enhanced when additional assumptions, of 
certain special alignment conditions, are imposed on the flu­
id kinematic quantities.6 However, the present work does 
suggest that the role of null congruences should be consid­
ered, especially when the Weyl tensor is algebraically spe­
cial. (In this case, it seems natural to adapt the null tetrad to 
certain features of the fluid as well as the Weyl tensor, by, 
possibly, aligning one of the null vectors along the repeated 
principal null direction of theWeyl tensor and then using 
some of the remaining freedom to require that the two-space 
defined by the null tetrad vectors I and n contain the fluid 
four-velocity vector.) Indeed, it could prove interesting to 
reexamine some of the above .cited work within the context 
of null tetrads because the proof of the conjecture, if true, 
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might ultimately be obtained by a division of labor between 
the two approaches. 

We intend to continue the analysis of shear-free fluids by 
systematically examining all remaining algebraically special 
space-times. As a final point, another avenue for future 
study, as suggested by the above results, is to consider shear­
free fluids where the vorticity vector is orthogonal to the 
acceleration. 19 
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APPENDIX: SPECIALIZATION OF TETRAD 

We consider the commutator [a,D] applied to w, which 
in conjunction withEqs. (3.12), (3.14), (3.15), and (3.26), 
leads to 

(D - a)p = 2{(7 +1T)(a +,8) + (r + 1T) ra + {3)}. 

(AI) 

Applying the 8 operator to Eq. (3.12b) yields 

8(a + {3) = (a + {3)(a -,8 + r + v) 

+ (a + ,8)(K + 1T + 27 - 2;;), (A2) 

while 8 applied to Eq. (3.12d) leads to 

8(a + {3) = (a + {3)(2r - 1T + a -,8 + 3ie) 

+ (a+,8)(7-;;+21T-2K). (A3) 

Comparison of (A2) and (A3) gives 

K(a +,8) = ie(a + {3), (A4) 

where use has been made ofEqs. (3.12). Since the rotation 
(3.7) induces the transformation 

a + P = eiS(a + {3), (A5) 

we may choose a tetrad in which 

It then follows, in the tetrad where a + {3 is real, that 

K = ie, € = E, 1T = 1T, r = y, 
;;-v=7-r, 'I14='ii4. 

Equations (3.16) and (A2) now imply 

'114 = 2(a +{3)(K + r + v + 1T - 4,8), 

and consequently 
2(,8 -{3) = v- v= r~7. 

(A6) 

(A7) 

(A8) 

(A9) 

However, using the NP equations (4.2a) and (4.2b), and 
noting that K and p are real, leads to 

K{r - 7 + 2(,8 - {3)} = 0, (AW) 
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which together with Eq. (A9) gives 

(J = /3. (All) 

We now readily conclude that a, v, and 7 must be real. 
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Weyl's theorem is extended making use of the theory of concomitants to obtain a Lagrangian 
density for the massless bosonic fields without dimensional constants. It turns out to be 
quadratic in the gravitational field and encompasses all the theories that usually appear in the 
literature. It is shown that the gauge invariance of the Lagrangian follows from the invariance 
of the field equations. 

I. INTRODUCTION 

Weyl's theorem1 establishes that the most general La­
grangian density that may be constructed with the metric 
and its derivatives up to second order which is linear in sec-

ond derivatives is a~ - g R + b ~ - g. This Lagrangian is 
the basis of general relativity (GR). But the difficulties that 
appear when one tries to quantize this theory have induced 
many researchers to correct it in different ways (increasing 
its order or degree, adding new bosonic or fermionic fields, 
and so on) to solve these problems. 

The troubles of the quantization of the Einstein action 
are well known. It is usually believed that they are originated 
in the fact that if we want a dimensionless action linear in the 
scalar curvature, then the Lagrangian has a dimensional 
constant.2•3 On the other hand, those theories that may be 
quantized successfully in the usual way all have dimension­
less constants and come from Lagrangian densities that are 
quadratic in the fields. 

One way to try to solve the problem is to replace the 
dimensional constant by fields as was first proposed by 
Brans and Dicke and followed, for example, by Batakis.4 

Another way is to begin with a theory without dimensional 
constants and then to make gravity an effective theory where 
the dimensional constant appears by Feynman integration 
over dimensional fields.s [A similar method is followed to 
obtain the Yukawa potential from the gauge theory of 
SU (2) xU ( 1) groups.] Another well-known approach is 
supergravity.3 It is also known that when one uses an ade­
quately constructed quadratic Lagrangian for gravity, at 
least the semiclassical theory that is obtained from it turns 
out to be renormalizable.6 

Therefore for all that has been expressed, we think it is 
interesting to generalize somehow Weyt's theorem to study, 
at least, the problems of the last type of theories. Thus the 

purpose of this work is to obtain in a rigorous way the qua­
dratic Lagrangians that are usually used for semiclassical 
gravity (or eventually more general ones: we do not ask 
them to be a priori quadratic in the Riemann tensor) using 
arguments as those used to deduce Weyt's theorem and the 
theory of concomitants which it originated, but including 
the hypothesis of nondimensionality of the constants which 
they did not use, together with the uniqueness of the Einsten 
tensor proved by Cartan.7 

We also want to show the form of the Lagrangian terms 
for other fields coupled to the gravitational one with allowed 
interactions, always imposing dimensional constants not to 
be present. Then any of the fields could become constant, if 
necessary, to generate dimensional constants as in the 
Brans-Dicke theory. For the sake ofsimplicity, we only deal 
with boson~c massless fields in this first stage, i.e., spin-O, -1, 
and -2 fields, leaving the treatment offermionic spin-! and-! 
fields for a forthcoming paper. 

We also prove that, for this general Lagrangian, the 
gauge invariance of the field equations (a mandatory hy­
pothesis since they have physical meaning) implies the 
gauge invariance of the Lagrangian itself, restricting thus 
severely its general form. 

II. THE LAGRANGIAN DENSITY FOR THE BOSONIC 
FIELDS 

The aim of this work is to find in a rigorous way the 
Lagrangian density for a theory that fulfills the conditions 
below. 

(i) The fields involved are the metric gii' the electro­
magnetic potential vector Ai' and a scalar field tp. The latter 
will play different roles, in general the one of an ordinary 
field or eventually a constant. 

(ii) Dimensional constants are not allowed because 
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they introduce well-known problems yielding generally non­
renormalizable theories. 

(iii) The Lagrangian will contain only the derivatives 
that appear in Eq. (1). We introduce only first derivatives of 
Ai and cP because we want second-order field equations for 
these fields. On the contrary, we allow first- and second­
order derivatives of gij because naturally we want GR to be 
contained in our general theory. (Remember that the Hil­
bert action is degenerate, so the field equations are of second 
order even if the Lagrangian has the same order.) Besides, 
we do not impose any maximum degree to the gravitational 
field in the Lagrangian. 

(iv) Units: We set c = fz = 1. The action is dimension­
less so to be able to construct the generating functional. 
Therefore 

[S] = 1 and [gij] = 1. 

Then 

[L] =1~4, [cp] = [Ad =1~1, 

and 

[K] = I ~I, with K2 = 161TG, 

where G is the Newtonian constant. 
(v) We require gauge invariance of the electromagnetic 

field equations. 
So let L be a Lagrangian concomitant of the metric ten­

sor, the electromagnetic potential (i.e., in a precise math­
ematicallanguage a convector), a scalar field, and their de­
rivatives up to the following order: 

L = L(gij;gij,h;gij,hk;A/,Ai,j;CP;CPJ)' (1) 

From condition (iii) and field dimensions (iv), by a change 
of scale /L in L, we will have 

L(gij;/Lgij,h;A, 2gij,hk;A,Ai,A ZAi,j;A,cp;A, 2cp,i) 

= /L 4L (gij;gij,h ;gij,hk ;Ai;Ai,jCP;CP,i)' 

Differentiating four times with respect to /L, making /L-.O 
and applying the replacement theorem, g we obtain 

L - AijhkR 2 + AijhksR A + AijhksR 
- I ijhk cP I ijhk S cP 2 ijhk cP,s 

+ A ijhkrSR A A + AijhkrsR A + A 4 
1 ijhk r s 2 ijhk r;s lqJ 

+ A ijhkA A + Aijhklms'R R 
4 i;j h;k I ijhk Ims" (2) 

where A;" = A;"Cgij) are tensorial densities, R ijhk is the Rie­
mann tensor, and; stands for covariant differentiation with 
respect to the Christoffel symbols rJk' 

Recently, the Ai Cgij) have been determined for any or­
der of the tensor. 9,10 According to those results and taking 
into account that n = 4, n being the space-time dimension, 
we can say that 

1855 

(i) A = const, 
(ii) N = 0, 

(iii) Aij = a~ - ggij, 

(iv) A ijh I J=g, is a linear combination of gWghk J and 
tijhk, 
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where [ ] indicates the set built up from the permutation of 
all indexes included in [ ]. For example, 

g[ijghk J = {gijghk,gihgjk,ikgjh} , 

(v) Aijh = 0, 
(vi) Aijhkl = 0, 

(vii) AijhklmlJ=g is a linear combination ofgWghkg'mJ 
andg[ij~k'mJ, 

(viii) A ijkhlms' I ~ is a linear combination of 
gWghkglmg" J and g[ih gjktlmst J . 

So we obtain the following expression for the action: 

S = f L d 4x = f ~{alcp 2R + a2RA iAi 

ij ij 4 2 j + a3R 'AiAj + a4R 'Ai;j + ascp + a6CP A Ai 

+ a7CPCP,iA i + agcp,icp,i + a~ iA jAi;j + aloF'ijFij 

+ A A i;j + R 2 + R R ijhk all i;j a l2 a l3 ijhk 

+ R R ihjk + R R ij + ijhkR 'mR a l4 ijhk a ls ij a l6t ij hklm 

+ a17tijhkR'/JmRhklm + total divergence}d 4x, (3) 

where Rij the Ricci tensor, R the scalar curvature, and 
Fij =Ai;j -Aj;i' 

Let us suppose that ECL) = 8S 18cp is gauge invariant. 
Then JE(L)IJA m = 0, which implies that 

4a6CPA ,lm - a7r:h cpghm + a7CPghtgmSg,s,h = O. ( 4) 

Differentiating Eq. (4), with respect toA" it turns out im­
mediately that a6 = O. Then contracting Eq. (4) with gmk 
and differentiating with respect to gab,c' it gives 

a7CP{gbc8\ _ gab8\ + ~C8bk} = O. 

Multiplying by gbc and contracting a with k, we obtain that 
a7 = O. 

Let us suppose now that E r(L) = 8S 18Ar is gauge in­
variant. Then 8E r(L )IJAm = 0, that is, 

2a2Rgmr + 2a3R mr + 2a6CP 2gmr + a9{Ai;jgimgjr 

_ 2r~A gihgjm _ 2rmA gihgjr _ 2r'A gimgjr 
lJ h lj h lj t 

- r:SAkgrmg'k - r:sAhgrhg'm - Ak;sgrmg'k 

+ Akgrigmjg'kgij,s + Ahgrighjg'mgij,s 

+ Akg'igkjgrmgij,s + Ahg"gmjgrhgij,s} 

+ a {2rmrr gihgjk + 2r' rm grhgsk + 2rm grhrr'k 
II Ii hk Is hk hk,s .5 

_ 2rm g"g' hig' '·kg .. _ 2rm grhnSlg' kig' .. } hk 'i,S hk.5 'i,s' (5) 

Differentiating Eq. (5), with respect to gab,cd' taking at the 
point under consideration a basis, where gij 
= diag (1 - 1 - 1 - 1) and making m = a = b = c = 1, 
r=d=2, all=O results. Taking m=c=2, r=a=3, 
and b = d = 4, then a3 = O. And making d = c = 1, 
m = r = a = b = 2, a2 = 0 results. 

Differentiating Eq. (5) with respect to Aa,b and taking 
into account that a2 = a3 = a II = 0, 

a
9

(gamgbr _ grmgab) = 0 

results. Letting a = b = 1, r = m = 2, we get a9 = O. 
Let us finally suppose that E ij(L) = 8S 18gij is gauge 
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invariant, then aEiJ(L)/aAm = 0.1t is clear due to what we 
have just seen that this is the same as 

aEij(L4 ) 0 h L r-::R ijA 
aA =, were 4 =a4v -g. nj;j' 

m 

As L4 is linear in gij,hk' fourth-order derivatives do not ap­
pear in Eij(L4). Differentiating aEij(L4)/aAm with respect 
to gkt,hsc and then contracting with gstgahgck, it results, after 
a long computation, that a4 = O. So we have proved the fol­
lowing. 

Theorem: If L is a Lagrangian density of the form 

L = L(gij;gij,h;gij,hk;Aj;AiJ;q:>;q:>,i)' 

which satisfies hypotheses (i )-( v), then gauge invariance of 
the associated Euler-Lagrange equations implies gauge in­
variance of the Lagrangian and it becomes 

r-:: Z r-:: 4 r-:: .. 
L = h,v - gRq:> + hzv - gq:> + h3V - gq:>,iq:>ijg'J 

r-:: .. r-:: z r-:: fJhk + b4V - gFijF'J + bsv - gR + h6V - gRljhkR I 

(6) 
r-:: z r-:: I"hk r-:: .. Notethatbsv -gR ,b6V -gRljhkR 9 , andb7'l -gRIjR IJ 

terms may be related through the Gauss-Bonnet theorem. 

III. SOME CONSIDERATIONS ON THE CONSTRUCTeD 
LAGRANGIAN 

Now we can reobtain several well-known classical the­
ories from the Lagrangian of Eq. (6) choosing different val­
ues for the constants. 

(a) General relativity: General relativity is a particular 
case of Eq. (6) avoiding dimensional constants as in the 
Brans-Dicke theory" whose Lagrangian may be written 

L = - ~ -g{ - q:>zR + 4wi
j
q:>,iq:>J}' 

w being a numerical constant. This is obtained from our Eq. 
(6) taking h, = -!, b3 = 4w, and all other coefficients 
equal to zero. Finally, the Einstein Lagrangian is obtained 
setting q:> Z = K-z. 

(b) Maxwell-Einstein: The electromagnetic field is 
minimally coupled to the gravitational field replacing all 
partial derivatives which appear in its formulation in Min­
kowskian space-time by covariant ones. Maxwell electro­
magnetism plus relativity can be obtained from Eq. (6) mak­
ing b, = -!; b4 = 217/137; all other bi = 0 and thinking of 
q:> Z as K- 2• 

(c) Scalar field Lagrangians: It is widely accepted that 
the Lagrangian for the massless scalar self-interacting field 
in curved space-time is 

L =sq:>z~ -gR +~ -gijq:>,jq:>.j +~ _gAq:>4. 

SowemusttakeinEq. (6) h, = s,bz =A,b3 = 1, with 5 = 0 
or! for minimal or conformal coupling, respectively, and all 
other coefficients bi = O. With two different scalar fields we 
could also add theK-2~ - g R term to obtain GR coupled to 
the matter scalar field. 

(d) Quadratic Lagrangian for the gravitational field: In 
spite of the fact that predictions based on Einstein's relativity 
are in large agreement with experience, it is necessary to 
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form a generalization for high energies-high curvatures­
which could circumvent its quantum difficulties. Quantum 
field theories in curved space-time take into account the 
quantum properties of matter, including the eventual pertur­
bations of the metric due to back reaction, but they do not 
quantize the background geometry which remains as a clas­
sical external field. The results obtained by this procedure­
although incomplete-would eventually represent some se­
miclassicallimit of a more general theory where the space­
time geometry would be quantized too. We believe this limit 
describes the physical phenomena in those regions that ver­
ify max(\R ijhk I> <c3/161TGh=.1 p-z, where Ip is the Planck 
longitude, Ip - 10 - 32 cm. 

. The pure gravitational terms of the Lagrangian of Eq. 
(6)-with the identification ofb,q:> Z withK-z andbzq:> 4 with 
A, A the cosmological constant-are those generally used by 
the quantum field theory in curved space-time. Its action for 
gravitation is 

Sg = f ~ -g{(RI:W-2A) +aR z +pRijRii}d 4x 

obtained by taking b, = 1, h2 = - 2, b3 = a, h7 = P in our 
Eq. (6) and making use of the Gauss-Bonnet theorem. 

Besides its quantum interest, the quadratic Lagrangian 
theories may give information about classical features of 
space-time for high curvatures. For example, we 
can consider the theory with Lagrangian 

L = {(R /~ - 2A) + aR 2N - g that can be obtained 
from our Eq. (6) making b, = 1, bz = - 2, bs = a, and all 
other bi = O. These kinds of theories are studied in Ref. 12 
where it is shown that black holes have no hair as it is in 
ordinary GR. 

Our Lagrangian density also contains the action which 
Strominger shows to have non-negative energy for asymtoti­
cally flat limits'3 if we choose Fij = 0, b,q:> 2 = I, bs = !p z, 
and all other bi = O. 

IV. CONCLUSIONS 

We have extended Weyt's theorem, making use of the 
theory of concomitants that comes from it, to obtain a La­
grangian density for the massless bosonic fields, without di­
mensional constants. It turns out quadratic in the gravita­
tional field even if this order was not prescribed from the 
outset. This circumvents, at least at the semiclassical level, 
the quantum difficulties of the Einstein Lagrangian that 
comes from the original Weyl theorem. We have also limited 
the possible couplings among the bosonic matter fields and 
among them and the metric, choosing only Lagrangians 
with no dimensional constants. 

Moreover, we have shown that it is not necessary to ask 
the Lagrangian to be gauge invariant because its invariance 
follows from the invariance of the field equations. This also 
excludes interactions which would be allowed if we only 
took into account tensorial concomitants and dimensional 
analysis. 

The Lagrangian density thus obtained encompasses all 
theories that usually appear in the literature as we have 
shown in Sec. III. 

In a forthcoming paper this work will be extended to 
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include fermionic fields, making use of spinorial concomi­
tants, allowing us to compare the results not only with GR 
but also with supergravity theories. 
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Using techniques of quantum stochastic calculus, a dilation scheme is developed to describe 
the evolution ofa two-level atom, which is initially in a (nontracial) Gibbs state, through.lt 
radiation field. The Wigner-Weisskopf approximation is assumed but not the rotating wave 
approximation, the latter being shown to be equivalent to the requirement that the dilation 
satisfies the quantum detailed balance condition with respect to the initial state. 

I. INTRODUCTION 

The quantum mechanical description of the interaction 
between radiation and matter has been treated extensively 
(see, e.g., Refs. 1 and 2) by formal mathematical techniques 
bearing a strong "family resemblance,,3 to those of stochas­
tic analysis (e.g., Ref. 4). Specifically, the radiation field is 
regarded as a heatbath into which atomic systems diffuse 
under the inftuence of the interaction. 

Recently, Hudson and Parthasarathy5 have developed a 
theory of quantum stochastic calculus which is formulated 
intrinsically within the framework of the mathematics of 
second quantization. Accardi6 applied this calculus to de­
scribe the diffusion of a two-level atom into a radiation field 
and demonstrated that the results of previous analyses by 
von Waldenfels 7 could be interpreted in terms of a stochastic 
differential equation of the Hudson-Parthasarathy type. 
Further investigations of the structure of this equation were 
carried out by Maassen. 8 The behavior of the radiation field 
as "quantum noise" is described in terms of the quantum 
Brownian motion process of Ref. 9 and arises through the 
Wigner-Weisskopf approximation wherein the finite num­
ber of interacting modes of the field is replaced by a boson 
system with infinitely many degrees of freedom. 

All the above analyses have employed a device called the 
rotating wave approximation whereby those terms in the in­
teraction Hamiltonian that fail to commute with the total 
number operator of the atom and the field are consigned to 
oblivion. The main aim of this paper is to demonstrate that 
the techniques of quantum stochastic calculus are sufficient­
ly powerful as to enable us to dispense with this procedure. 
An alternative approach to this problem, based on the weak 
coupling limit, can be found in Refs. 10 and 11. In that ap­
proach it is shown that the rotating wave approximation is 
reliable only when the natural frequency Wo of the two-level 
atom is large in comparison with the rate of damping impart­
ed by the radiation field. 

The plan of this article is as follows. In Sec. II we review 
those results of algebraic quantum field theory we will use in 
the sequel. Section III describes the application of quantum 
stochastic calculus to dilating a dynamical semigroup on a 
von Neumann algebra to an automorphism group of a "big­
ger" von Neumann algebra. This is, to some extent, the 
quantum theoretic analog of a diffusion process. In physical 
terms, the irreversible ~volution of an atomic system S with­
in some environment S is described by projection of the re-

versib.!e evolution of the combined system and environment 
(S+S). 

A 

In our case, S is a two-level atom and S the radiation 
field. We describe their interaction in Sec. IV and show in 
Sec. V how the Wigner-Weisskopf approximation leads nat­
urally to a description of the dynamics of the interaction in 
terms of a stochastic dilation, as described above. We refer to 
this dilation scheme for the two-level atom as "the stochastic 
Wigner-Weisskopf atom." In Sec. VI we discuss some of the 
properties of the dynamical semigroup describing the irre­
versible evolution of the atom and prove, in particular, that 
its stochastic dilation is s~tionary with respect to given equi­
librium states on S and S if and only if the rotating wave 
approximation is made. 

We employ the following notation; if h is a complex 
separable Hilbert space then Ii denotes its dual. 

If T is a densely defined operator on h, we define 'f on Ii 
by the prescription 

'fl= TI 
whenever I lies in the domain of T. 

If T is a closable operator on h, we denote its closure by 
T e

• 

Any proposition containing the symbol TI should be 
read twice, once in which TI is read as T, and once in which 
it is read as T·. 

If Vl and V2 are complex vector spaces then Vl.a V2 

denotes their (algebraic) tensor product. 
We will work in a system of units in which Boltzmann's 

constant is 1 and Planck's constant is 217. 

II. PRELIMINARIES-ALGEBRAIC DESCRIPTION OF 
THE FREE BOSON FIELD IN THERMAL EQUILIBRIUM12 

Let r(h) denote boson Fock space over the complex 
separable Hilbert space h and 0 be the vacuum vector in 
reh). For each/eh, let b(/), b t(/) denote, respectively, 
the annihilation and creation operators on r (h), these being 
mutually adjoint on the dense domain provided by the linear 
span of {w(/)O, leh}, where the Weyl operator 
w(/) = exp[(bt(/) - b(/)n. 

Let C(h) be the (polynomial) CCR algebra over h, i.e., 
the complex, involutive algebra with identity I generated by 
{a(/),jeh} satisfying 
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a(j + cg) = a(j) + ca(g), 

[a(j),a(g)] = 0, (2.1) 

[a(j ),af(g)] = (f,g)I, 

for eachf,gEh, cEI(;. 
For p > 0,71-' will denote the universally invariant, qua­

sifree state on C(h) whose two-point function is given by 

71-'(af(g)a(j)) = p2<j,g), (2.2) 

for eachf,gEh. By (2.1) and linearity of 71-' we have 

71-'(a(j)at (g)) =A 2(f,g), 

where A = (1 + pl) 1/2. For a > 0 we may write 

p2=e- u /(1_e- U
) 

so that 

A 2 =1!(1-e- U
) 

and interpret a as a fixed multiple of an inverse temperature 
parameter. 

We construct a representation 1'1-' of the algebra C(h) as 
densely defined operators on the Hilbert space 
H = r(h) ® rOi), with common invariant domain D(h), 
the linear span of 

{ dn W(j+±tjgj)tPolt,~ ... ~t"~o, 
dtl"'dtn j~1 

f,gjEh, tjER, l,.;j,.;n, nENU{O}}, 

where tPo = n ® n m being the vacuum vector in rOi)] 
and W( j) = W(Aj) ® w( - pI). In particular we have, for 
eachjEh, 

1'1-'(a(j)) =Ab(j) ®I +pI®bt(I), 

1'1-'(at ( j)) = Ab t(j) ®I + pI ® b( 7)' 
and the state 71-' is realized as 

71-' (X) = (tPo, l'l-' (X) tPo) , 
whereXEC(h). 

(2.3 ) 

(2.4 ) 

Let Ube a unitary operator on h. We define its second 
quantization r( U) by continuous linear extension of the 
prescription 

r(U)W(j)tPo= W(Uj)tPo' (2.5 ) 

It is not difficult to establish that rc U) extends to a 
unitary operator on H. Furthermore, if {V(t), tER} is a 
strongly continuous unitary representation of R in h, then 
{r( V( t)), tER} is a strongly continuous, unitary representa­
tion ofR in r(h). Let N denote the von Neumann subalge­
bra of R(H) generated by {W(j), jEh}. The prescription 

at (X) = r(V(t))XI'(V(t))* (2.6) 

for XEN, tER yields a one-parameter strongly continuous 
group of automorphisms of N. 

Finally we remark that we may define a state 70 on C (h) 
(corresponding to "zero temperature") by taking p = 0 in 
(2.2) . In this case, a single copy of r (h) suffices to build the 
representation 1'0 on C(h) wherein l'o(a(j)) = b(j), 
l'o(af(j)) = b t(j), and tPo = n. 
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III. STOCHASTIC DILATIONS OF QUANTUM 
DYNAMICAL SEMIGROUPS 

In this section we will take h to be L 2(R). For t>O, 

let j = X[O,t) in (2.3) and write At = 1'1-' (a (X'[O,t) )), A r 
= 1'1-'(af(X[O,t) )), then the pair of processes (A,A f), where 

A # = {A~, t>O} constitutes quantum Brownian motion of 
variance a2 = A 1 + p2 (Ref. 9). 

An extensive theory of stochastic analysis with respect 
to (A,A t) has been developed in Refs. 13 and 14. (In the 
zero temperature case p = 0, the appropriate theory is that 
of Ref. 5.) One of the central results of this theory is the 
quantum Ito product formula which ensures that all prod­
ucts of the stochastic differentials dA and dA t vanish with 
the exception of 

dA dA f = A 2 dt, dA fdA = p2 dl. (3.1 ) 

Let ho be a complex, separable Hilbert space and let 
{G (t), I>O} and {H (t), t>O} denote families of operators 
in B(ho) such that each H(t) = H(t)* and the maps 
1 - G (t) and t - H (t) are uniformly bounded. The following 
slight generalization (cf. Ref. 15) of results in Ref. 13 yields 
an interesting class of stochastic differential equations 
(SDE's) which we will find of some use in the sequel. 

Proposition 1: There exists a unique solution to the SDE 

dU = U(Gf(t)dA - G(t)dA f + (iH(t) 

-!A 2Gf(t)G(t) - !p2G(t)Gt(t))dt), (3.2) 

U(O) = I, 

with each U(t) a unitary operator on ho ® H (1)0). 

We now turn our attention to the notion of a dilation. 
Let {T" t>O} be a (norm continuous) quantum dynamical 
semigroup on R(ho) of finite Lindblad type l6 so that 
Tt = exp tL with Ref. 17, for XEB(ho), 

L(X) = jt/v/' XJ-} - ~ {V/'J-},X}) + i[h,x], (3.3) 

where NEN, J-}EB(ho) (1,.;j,.;N), and hEB(ho) with 
h =h *. 

A dilation 18 of (R(ho),{T" I>O}) is a triple 
(M,P,{T" tER}) , whereMis a von Neumann algebra, Pis a 
projection from M onto B(ho) and {T" tER} is a strongly 
continuous, one-parameter group of automorphisms of M 
such that for all 1>0 

Tt = poTtol, (3.4) 

where the injection /: R(ho) -M is the right inverse of P. 
Quantum stochastic calculus yields a universal con­

struction for generating such dilations. 5 ,8,I3,19,20 In this pa­
per we are concerned only with a particular case of the gen­
eral formula (3.3) and we will now describe its dilation. 
Indeed the generator of interest has N = 2 in (3.3) with 
VI = AG * and Vl = - pG for GEB(ho) with A and Jl as in 
Sec. II. 

The prescription for the dilation is then 

M =R(ho) ®N. 

Here P acts by continuous, linear extension of 

P(X ® Y) = X (tPo,YtPo> 
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for XeB(ho) and YeN'so that I(X) = X ® I and 
A-

Tt(y) = U(t)at(Y)U(t)*; t;;;.O, 

= at(U( - t)*YU(t»), t<O, (3.5) 

for YeM, where U(t) is the solution of (3.2) with G(t) and 
H(t) taken as the constant operators I(G) and I(h), respec­
tively, and at is the automorphism (2.6) with V(t) the shift 
in L 2(R), i.e., for teR, feL 2(R), 

(V(t)f)(s) =f(s - t). (3.6) 

A class of dilations of particular interest are stationary 
dilations.21 Suppose there exists a faithful, normal state".o on 
B(ho) so that 

".o(X) = tr pX 

for each X eB (ho), where p is a positive self-adjoint operator 
on ho with tr p = 1. Suppose also that the semigroup action 
leaves ".0 invariant, i.e., for all t;;;.O, 

".o(Tt (X») = ".o(X) (3.7) 

for each XeB(ho). In this case, a dilation of 
(B(ho),{Tp t;;;.O}) is said to be stationary if there exists a 
faithful normal state r on M such that, for all teR, YeM, 

A-

11Tt (y»)=r(y). (3.8) 

For the case of interest, we obtain a stationary dilation 
with r = ".0 ® "'1' (Ref. 19) if and only if the semigroup satis­
fies the quantum detailed balance condition of Ref. 22. The 
particular form of L ensures that this is equivalent to the 
requirement16 

pitGp - it = eiatG, /thp - it = h, 

where a is as in Sec. II. 

(3.9) 

IV. THE TWO-LEVEL ATOM IN A RADIATION FIELD 

From now on, we take ho = C2 so that B(ho) is the alge­
bra M2 (C) of2 X 2 complex matrices generated (as a *-alge­
bra) by the step-down operator 

a = (~ ~), 
which, together with its adjoint, the step-up operator 

*_(0 0) a- 10 ' 

satisfies the CAR relations 

a2 = 0, aa* + a*a = 1. (4.1 ) 

The atomic Hamiltonian H A is given by 

HA = ! wo(a*a - aa*), Wo > 0, 

and we associate to the system the Gibbs state at inverse 
temperature f3 > ° with density matrix 

(4.2) 

The environment of the atom is a system composed of n 
independent harmonic oscillators which are described by the 
algebra C(Cn

) generated by {aj' l~j~n} satisfying the dis­
crete version of (2.1 ) 
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[aj,ad = 0, [aj,a!] = ~jkI (1 ~j~k), (4.3) 

whereineachaj =a(ej ) with {ej , l~j~n}thenaturalbasis 
for cn. 

The free Hamiltonian of the environment is 

n 

HE = L wjaJaj (Wj >0, l~j~n) 
j=1 

and we describe it in thermal equilibrium at inverse tempera­
ture f3 by the Gibbs state ". E' whose density pJlj::rator is given 
by 

PE = e -fJHE/ tr e -fJHE 

so that, in particular, 

"'E (aj ) = ° = "'E (aJ) 

(1~j,k~n), 

where 

f.L;=e-fJWi/(1_e-PWi) (1~j~n). 

We take the *-representation 17' n of C ( Cn
) on the Hilbert 

space Hn = t(Cn) ® r(cn) whose action on generators is 
given by 

_ -t -17'n(aj) -}.jb(ej)®I+f.LJ®b (ej ), (4.5) 

where}.j = (1 + f.L;)1/2 (1~j~n). We will use the notation 
Bj =17'n (aj ), BJ=17'n (aJ) (1~j~n). 

States of the combined system and environment will be 
described by vectors in the Hilbert space ho ® H n , the inter­
action between system and environment being given by the 
Hamiltonian 

n 

H~ = L g/a*Bj +aBj ) +gj(aBJ +a*BJ), (4.6) 
j= 1 

where the coupling parameters gjeC (1 ~ j~n) and we have 
suppressed the tensor product sign in (4.6) for notational 
convenience. Here H~ is a densely defined essentially self­
adjoint operator on the domain ho ~ D (Cn

). 

In previous analyses, 1,2,6,7 the rotating wave approxima­
tion is introduced at this stage whereby the contributions of 
the terms aBj and a*BJ (1~j~n) are eliminated from 
( 4.6) by arguing that at frequencies close to Wj these yield 
rapid oscillations which average to zero "for times of inter­
est" (Ref. 2, p. 324). Our main purpose in this paper is to 
study the effect of retaining these terms. In order to keep 
track of how subsequent results differ from Ref. 6, we intro­
duce a pair of non-negative parameters € and 1] to measure 
the contributions of the "antirotating wave" and "rotating 
wave" terms, respectively. 

So in place of (4.6) we study the modified interaction 
n 

HI = L gj [Ea + 1]a*]Bj + gj [Ea* + 1]a]B J. (4.7) 
j= 1 

Thus the rotating wave approximation is effected by 
putting€ = o and (4.6) recaptured by the choice € = 1] == 1. 

Following Refs. 1, 2, 6, and 7 we work in the interaction 
representation, hence we seek a family' of unitary operators 
on ho ® H n , {W( t), t;;;.O} satisfying the differential equation 
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dW(t) 
- iW(t)K(t) , W(O) =1, 

dt 

where 

K( ) 
- it(HA + HE)H - it(HA + HE) 

t - e Ie 

itHA( itHEH - itHE) - itHA = e e Ie e 

= (€aeiwot + y/a*e - iWot)F(t) 

+ (€a*e - iWot + y/aeiwot)F(t) t, 

with 
n . 

F(t) = L gje-'W/Bj . 
j= I 

( 4.8) 

(4.9) 

From (4.3) and (4.4) we find the following relations 
hold on the domain ho~D(en) 

and 

[F(s),F(t)] = 0, 

[F(s),F(t)t] = i IgjI2e-iWj(S-I), 
)=1 

n 
t ,,21 12 - iw·(s - t) 

7 E(F(t) F(s)) = L,., f1j gj e j , 
j= I 

for s,t;>O. 

(4.10) 

(4.11 ) 

We formally express the solution to (4.8) as a contin­
uous product integral (time ordered exponential) 

A t 

W(t) = II exp( - iK(t))dt. ( 4.12) 
o 

V. THE WIGNER-WEISSKOPF APPROXIMATION AND 
STOCHASTIC EVOLUTION EQUATION 

Let us suppose that the wj's are distributed over a wide 
range of frequencies and that the coupling amplitudes Igj I 
are all close to a common value k;>O. Under these conditions, 
it is physically reasonable to make the Wigner-Weisskopf 
approximation, which, algebraically, is realized as follows. 
Let B denote the *-subalgebra of C(Cn

) generated by 
{F(t) , t;>O} satisfying (4.10). We replace B by the *-alge­
bra, which we denote symbolically as ac (L 2(l10), generated 
by {F(t), t;>O} satisfying 

[F(t),F(s)] = 0, 

[F(s),F(t)t] = k{j(s - t), 
(5.1 ) 

s,t;>O. 

Furthermore, we consider the state r E on ac (L 2 (R) ) 
whose one- and two-point functions are given by 

rE(F(t)) = rE(F(t)*) = 0, 

rE(F(s)F(t)) = rE(F(s)*F(t)*) = 0, 

rE(F(t)tF(s)) = kf12{j(t - s), 

(5.2) 

for s,t;>O, where f12 = e- f3wo/(l_ e- f3wo ). A discussion of 
the physical significance of this choice of f1 is given in Ref. 
7(a). State rE extends from (5.2) onto the whole of 
aC(L 2(R)) in an appropriately quasifree manner [i.e., all 
higher-order correlation functions l2 are determined by 
(5.2) ]. 

The relations (5.1) cannot be realized within an opera-
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tor theoretic framework23 and so we introduce, for each 
fEL 2 (R), the "smeared fields" 

A(f) = (k)- 1/2f: 00 f(s)F(s)ds, 

A t(f) = (k) - 1/2f: /(S)F(S)tds. 

(5.3 ) 

From (4.1) and (4.2) we see that {A lI(f),JEL 2 (R)} 
satisfy (2.1) andrE yields a quasifree stateoftheform (2.2). 
Thus, in making the Wigner-Weisskopfapproximation, we 
effectively replace the algebra C( en) acting on 

r( en) ® r( en) through the representation 1T n by the alge­
bra C (L 2 ( R)) acting on f'(L 2 (R) ) ® f'( L 2 (R )) via the 
representation 1Tw 

SowritingA t = A C\'[O,I) ), A; = A t(X[O,1) ), we see that 
the pair of processes (A,A t) is precisely quantum Brownian 
motion of variance if and furthermore we may formally 
identify F(t)dt and F(t)t dt, through (5.3), with the sto­
chastic differentials dA and dA t, respectively. 

Making this apwoximation in (4.12) yields a family of 
unitary operators {W( t), t;>O} on ho ® H, where 

A t 

Wet) = II exp(G(t)* dA - G(t)dA t) (5.4 ) 
o 

with 

for t;>O. Equation (5.4) is interpreted as a stochastic product 
integral5 and is the solution of the SDE 

dW(t) = Wet) [G(t)* dA - G(t)dA t 

- ! (A 2G *(t)G(t) + f1 2G(t)G * (t) )dt ], 

W(O) = I. (5.5) 

Since the G(t)'s are clearly uniform bounded, indeed 
IIG(t) II <;€ + Y/ for all t;>O, Proposition 1 guarantees the exis­
tence of a unique solution to (5.5) as an operator valued 
process on ho ® H. 

Let VA (t) = exp(itHA ) denote the free evolution on 
ho (tER) and consider the family of unitary operators 
{U(t),tERt} on ho ® H given by 

U(t) = Wet) VA (t) 

then since dVA (t) = iVA (t)HA dt we have 

dUCt) = dW(t) VA (t) + iU(t)HA dt. 

(5.6) 

Now G(t) = VA (t)G(O) VA (t)* whence we obtain 

dU = U[G(O)*dA -G(O)dAt + (iHA 

-! A 2Gt(0)*G(0) - !f12G(0)G(0)*)dt], 

U(O) = I. (5.7) 

We obtain a slight simplification of (5.7) by writing 
G(O) = iG and using the invariance of quantum Brownian 
motion under the gauge transformation A -+ eill A (Ref. 5), 
with () = 1T/2, to transform (5.7) to 
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dU = U[G*dA - GdA t 

+ (iHA -!....t 2G*G - !Jt2GG*)dt], 

U(O) = I. 

(5.8) 

Thus we may substitute (5.6) into (3.5) to obtain a 
dilation of the quantum dynamical semigroup on M2 (C) 
with generator 

....t 2'fl + CJt2 o 
o 

L(X) = i[HA,x] +....t 2(G*XG - !{G*G,x}) 

+ Jt2(GXG * -! {GG*,x}), (5.9) 

whereXeM2 (C). 
We explicitly represent L as an element of M4 (C) with 

respect to the basis {aat,ata,a,at} of M2 (C) to obtain 

- (....t 21l + €3Jt2) 

o 
o 

- iw -! o2('fl + c) 
o21]E 

(5.10) 

(c£ Re£ 7). 
Note that in the case 1] = E = 0 when there is no interac­

tion, U(t) = VA (t) and (5.9) is simply the expression for 
the (reversible) dynamics on M2 ( C), in the Heisenberg pic­
ture, induced by VA (t). 

The case E = 1] = 1, corresponding to the interaction 
Hamiltonian H~, yields in (5.8) 

dU = U(iqdP + (iHA - ~ o2q)dt), 

U(O) =/, 
(5.11 ) 

where q = a + a* and P(t) = - i(A(t) - A t(t») (t;>0). 
Equation (5.11) has the explicit solution 

U(t) = exp(itHA + iqP(t»). (5.12) 

We note that P = (P(t), t;>O) is a realization of classical 
Brownian motion.5 

Comparing the form of (5.8) with Sec. IV of Ref. 24, we 
find that the rotating wave approximation (E = 0) and an­
tirotating wave approximation (1] = 0) yield dilations of se­
migroups yielding two of the three standard forms of the 
Bloch equations. 

VI. PROPERTIES OF THE REDUCED EVOLUTION 

We now investigate to see if the dilation we have con­
structed is stationary with respect to the given initial state ".0, 
where 

".o(X) =trpAX for XeM2(C) 

and the state T = ".0 ® 'TI" To do this we must verify the de­
tailed balance condition (3.9). 

Clearly p~ HAP A- It = HA and we have 

. . (eO/
2

)ltfJwo 0 )(0 6) "G -.t= 
PA 'P A 0 e - O/2)ltPwo E 

(
e - (1I2)lt/3Wo 0) 

X 0 eO/2)ltfJwo 

== el~a + e ~ ItPwoEa*. 

Thus we see that the detailed balance condition is satis­
fied (with a = /3%) only in the case E = 0 and we have 
proved the following. 

Theor. 2: The stochastic Wigner-Weisskopratom sat­
isfies quantum detailed balance with respect to ".0 if and only 
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ifthe rotating wave approximation is made. It is only under 
this condition that the dilation is stationary with respect to 
".0 and T. 

Since, in general, the state 'To is not left invariant by the 
action of the semigroup (5.9), we will compute its evolution. 
We obtain a positive, trace-preserving semigroup of linear 
operators {T~, t;>O} on M2 (C) by the duality 

tr(XTt(Y)) = tr(T~(X)Y) (6.1) 

for X,YeM2 (C). 

We aim tocomputept = T~(PA) fort;>O. From (5.10) 
we observe that 

L(aat ) = - L(ata), 

whence we obtain 

Tt (aa*) == aa* - (114) (t/Jaa* -xo*a) (1 - e- t4 ), 

Tt(a*a) =a*a- (1I4)(xa*a-t/Jaa*)(1-e-t4), 
(6.2) 

for t;>O, where 

x =....t 21]2 + CJt2, '" =....t 2C + 1]2Jt2, 

4 = 02(1]2 + c). 
(6.3) 

Now substituting (6.2) and (4.2) in (6.1) we find 

Pt =PA - (C/4)(1- e- t4 )(aa* -a*a) (6.4) 

for t;>O. 
For nonzero G we find from (6.4) that Pt = PA (for all 

t;>O) if and only if E = 0, as we expect from Theorem 2. 
In the general case, the system tends to a new equilibri­

um state P 00 , where 

Poo =PA - (c/4)(aa* - a*a). (6.5) 

For each t;>O, we write the Gibbs density matrix Pt in 
the form 

e-P(t)H"/tr(e-P(t)H
A 

), 

where /3(t) is a time dependent inverse temperature. From 
(6.3) and (6.4) we obtain 

/3(t) = /3 + P(t), 

where 
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P(t) =_l_ln[l kC!)(l-e-/3WG)] 

Wo 1 + k(t)(ef3wG - 1) 
C6.6) 

and 

(6.7) 

It is easily verified from (6.6) that /1U) decreases mono­
tonically to /1 '" ' where 

Pro = e-/3~HAltr(e -/3oo HA) 

and 

/1 =/1- In --. 1 ( 1/
2 + €2 ef3

wo
) 

00 Wo 1/2 + €2 e - /3wo 

We remark that the states we have considered are not the 
only ones for which the given dilation is stationary. For ex­
ample, if we put € 1/ and replace 7 0 by the normalized trace 
we obtain a stationary "essentially commutative" dilation25 

by reinterpreting (5.12) as a SDE in Wiener space and con­
sidering the restriction of! tr ® 70 to M2 (C) tensored with 
the L 00 space of Wiener measure. The detailed balance con­
dition is also satisfied for this case. However this dilation 
could not be constructed by our technique since to obtain the 
normalized trace as an initial state we must take a 0, 
whence A and f-l are undefined. 
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Relativistic charged bosons in a magnetic field. I. Wave functions and matrix 
eaements 
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A system of charged zero-spin bosons in the presence of a uniform magnetic field is studied 
using a relativistic spinor formalism. Equations of motion for the relevant operators are 
developed. The eigenfunctions of two different sets of commuting operators are obtained by the 
use ofladder operators and also by direct solution ofthe Klein-Gordon equation in both 
coordinate and momentum representations. Matrix elements are calculated which will be 
required in later consideration of the collisionless conductivity and dielectric tensors for the 
boson-antiboson plasma in a strong magnetic field (see papers II and III in this series). 

I. INTRODUCTION 

The charged zero-spin Bose gas has been extensively in­
vestigated in the nonrelativistic domain for its intrinsic inter­
est as a many-body system. Hore and FrankeP have given a 
literature review of the older nonrelativistic material that 
originated with Foldy.2 

Intensive study over recent years of the relativistic fer­
mion plasma (Kowalenko, Frankel, and Hines3-5 and refer­
ences therein) provided the techniques used later for an ex­
tension of the boson work into the relativistic domain also. 
This enables an instructive comparison between the boson 
and the fermion work to be made and highlights for both the 
plasma and the vacuum properties of such systems the in­
trinsic behavior that arises from the fundamental particle 
statistics. Any practical application of this work would treat 
charged pions in astrophysical situations where ultrastrong 
magnetic fields exist. 

The work of Hines and Frankel6 initiated the study of 
the relativistic charged Bose gas, but antibosons were omit­
ted from consideration as the investigations were confined to 
the region below pair threshold. The generalization of the 
dielectric response function method to a relativistic charged 
Bose plasma above pair threshold has been published in 
three papers by Kowalenko, Frankel, and Hines.3-5 In these 
calculations the T = 0 K ground state properties of the sys­
tem are investigated and antibosons have been included but, 
in contrast to the fermion work, there is a restriction to zero 
magnetic field. 

In the work detailed by Kowalenko, Frankel, and 
Hines,3-5 the second quantized Hamiltonian for a plasma of 
charged bosons and antibosons has been used in the two­
component spinor representation to provide linearized equa­
tions of motion for the four generalized distribution func­
tions pertaining, respectively, to bosons, antibosons, and 
mixtures of the two. Fourier-Laplace transformation of the 
equations of evolution for these distribution functions, to­
gether with Poisson's equation, leads to the expression for 
the frequency- and wave-number-dependent longitudinal di­
electric response function. 

This work requires extension in several ways. These in­
volve the inclusion of a magnetic field, the calculation of the 

full repsonse tensor instead of just the longitudinal response, 
and finally the removal of the limitation to zero temperature. 
For a boson-antiboson plasma in an external magnetic field 
and at arbitrary temperature the general form of the conduc­
tivity tensor a- will be developed in the second paper of the 
present series 7 (hereafter referred to as Paper II). In the 
present paper we evaluate the matrix elements occurring in 
the general result for a- and will thus be. in a position to 
reduce and simplify the full response tensor in Paper II. In 
order to include the effects due to an external, intense mag­
netic field in calculating the full response tensor, it is neces­
sary to use wave functions appropriate to bosons and antibo­
sons in the presence of such a field. The calculation of the 
wave functions in the case offermions is straightforward and 
is given, for example, in the well-known paper by Johnson 
and Lippmann.8 For bosons, however, so far as the authors 
are aware, there is no comparable calculation. 

To begin with, therefore, we present a comprehensive 
treatment of the Klein-Gordon equation in the presence of 
an external magnetic field and calculate all the matrix ele­
ments required for the response tensor. Section II defines the 
spinor formalism and the conventions used. In general we 
follow the method of Johnson and Lippmann, adapted for 
bosons. The Heisenberg equations of motion for the relevant 
operatorsare studied in Sec. III~ In Sec. IV the calculation of 
the eigenfunctions is presented in two different ways: first, 
using ladder operators to generate them from the ground 
state eigenfunction and, alternatively, from the direct solu­
tion of the Klein-Gordon equation. In this latter treatment 
two different sets of eigenvectors are employed: one set that 
contains eigenvectors ofthez component of angular momen­
tum (Lz ) and the other set eigenvectors of the x component 
of the canonical momentum (Px), for which the develop­
ment is particularly simple and has been studied previously 
by Rapaport.9 Both of these forms of the solution are used to 
calculate some significant expectation values, including 
those of the momentum and position operators. The eigen­
functions of Px in a momentum representation are included 
for completeness. 

In Sec. V we calculate the matrix elements that will be 
required in Paper II for a discussion of the full response 
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tensor for the boson-antiboson system in a magnetic field. It 
emerges that the matrix elements required are of three basic 
forms: 

(E',p'leqorIE,p) = f 'l'~'.p,(r,t)73eiq'r'l'E,p(r,t)d)r, (Ia) 

(c',p'I'ToeiQ'rIE,p) = f 'l'Z"p' (r,t)'T37oeiQ'r'l'E,P (r,t)d 3r, (1b) 

and 

( "1 iqor I ) flI,t (t) iq'r lI, ( t)d 3 E.p 'Toe 1T c,p = 't' E'.p' r, 7)'Toe 1T't' E,p r, r, 

(1c) 

where c, E' = + 1 or - 1 and the wave functions 'l' +,p (r,t) 
and 'l' _,p (r,t) represent the positive and negative energy 
solutions, respectively, of the Klein-Gordon equation in the 
spinor representation. The 2 X 2 matrices 70 and 'T 3 are de­
fined in Sec. II and 1T is the kinetic momentum. 

SI units are used throughout our calculations. The 
charge on the boson is + e. 

II. SPINOR FORMALISM 

The scalar wave function ¢ for zero-spin bosons is the 
solution of the Klein-Gordon equation: 

[(p_eA)z+m zc2 1¢=E2¢lc2. (2) 

The kinetic momentum 1T is related to the canonical momen­
tum p by 1T = P - eA and satisfies the commutation rela­
tions 

( 1T X 1T) = iellB. (3) 

A Hamiltonian formulation of the problem is developed 
with a 2 X 2 spin or operator following the approach of Davy­
dovlO and Feshbach and Villars. II We therefore write 

H = (1 12m )( 73 + i'T2 )1T
2 + mC2'T3' (4) 

where the 7'S are 2 X 2 matrices defined as follows: 

73 = (~ ~ J, 'To = 73 + i'Tz· 

The'T; (i = 1,2,3) satisfy the relations 

7j 'Tk = - 7k'Tj = iCjk/'T/, ii=k 
and 

(5) 

The spin or wave functions in this Hamiltonian formula­
tion are expressed in terms of two-component column vec­
tors such that 

'l' =~), 
where; and X are related to ¢ by the equations 

¢=;+X 
and 
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(6) 

(7a) 

(7b) 

Here ¢ is the electrostatic potential. For the stationary case 
in a uniform magnetic field with energy eigenvalue E, the 
relationship between the spin or components and the scalar 
wave function simplifies to 

; = (1I2mc 2
) (mc 2 + E)1f; (8a) 

and 

(8b) 

The appropriate normalization in a coordinate repre­
sentation is to make the charge density plus or minus unity, 
i.e., 

f 'l'~ (r)'T3 'l' a (r)d 3r = ± 1. 

Expectation values of an operator ° are given by 

(aIOI13) = f 'l'1(r)'Tp'l'/3(r)d 3r 

(9) 

(10) 

in a coordinate representation and in a momentum represen­
tation by 

(11 ) 

Correspondingly, the completeness relation departs 
from the usual form because of the inclusion of the 'T3 matrix: 

( 12) 
r 

As a consequence, expansions of (aIO I 0 2 113) in terms of 
matrix elements of 0 1 and O2 do not take the usual form. 
That is, 

(aIOPzl13) i= I (aIOllr) (rI 0 2113). 
r 

An example of such an expansion is given in Sec. V. 
The 73 matrix modifies the standard definition of the 

adjoint operator otto 0, so that 

(alO 113) = (131 ° tla )* 

with ot = 'T30 t 'T3' 

III. EQUATIONS OF MOTION 

(13) 

The equation of motion of an operator X in the Heisen­
berg picture is 

inX = [X,H]. (14) 

Following Johnson and Lippmann,8 the evolution of the ki­
netic momentum components is given by 

iTx =We 'To1Ty, (15a) 

iTy = - We 'To1Tx, (15b) 

and 

iTz = 0, (15c) 

where We = eB 1m and the magnetic field is aligned in the z 
direction. For the position operator r, 

(16) 
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From Eq. ( 15c) it is obvious that the momentum along thez 
axis, i.e., parallel to D, is constant. 

Further constants of the motion are obtained by elimi­
nating 17' x and 17'y between Eqs. (15) and (16): 

d 
- (17'" - mwc Y) = 0, 
dt 

(17a) 

!!.- (17'y + mwcx) = O. (l7b) 
dt 

These equations lead upon integration to two constants, the 
x and Y coordinates of the center of gyration, Xo andyo: 

Yo = Y - 17'"lmwe , (18a) 

Xo = x + 1I"ylmwc' ( 18b) 

Classically the coordinates of the guiding center are given by 
Xo = x + vylwc and Yo = Y - v,,/wc' The integration con­
stants Xo and Yo commute with H, 11"", and 17'y but not with 
each other, as 

[xo,yo] = - iftieB = - iA. z. (19) 

HereA. is a fundamental quantum scale length for: any parti­
cle in a magnetic field of this magnitude. 

A simple combination of Xo and Yo in the form r ~ 
= x~ + y~ is obviously constant and the square of the radius 
of gyration r 1 defined by 

d = (x - xo)z + (y - Yo)z (20) 

is also an invariant. This is easily seen by substituting Eq. 
(18) into (20) to obtain 

ri = (llmzw;)(~ + n;) = trflmzw; (21) 

and by noting that trf is conserved, since [trf.H] = o. 
This is identical to the classical result, where 
r r = (1/ w~ ) (v! + v;) is conserved. 

If a symmetric gauge is used, so that A = !Dxr, then 
the angular momentum about the z axis" L z , is given by 

L z = (rXp)z 

= X17'y - Y17'" + mwc/2(xz + y2). (22) 

By using the equations of motion .for r and 11', i.e., ~s. (15) 
and (16), it can be shown that Lz = 0 and so L" 1S also a 
constant of the motion, again identical with the classical re­
sult. Alternatively, L z can be expressed in terms ofro and r1 
using Eqs. (18) and (21): 

Lz = mwc [ - x(x - xo) - y(y - Yo) + ~(xz + y2)] 

= (mwc I2)(d - d). (23) 

While ro and rl are precisely known, there is an uncer­
tainty in locating points on the boson's orbit as the commu­
tation relation between Xo and Yo> Eq. (19), implies that 
AxoaYo;i>!A. z. This prevents us from knowing the exact loca­
tion of the orbit's guiding center. 

In the Heisenberg picture the '1"S also have equations of 
motion which can be obtained using Eq. (14) and the rela-
tions 
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{'1'z.H} = i~[ 1m, 

{'1'3.H} = ~[ 1m + 2mcz[, 
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(148) 

(24b) 

(24c) 

['1'z.H] = Ulmc2)(HZ+mzc4 )'1'J> 

['1'3,H] = ~'1'llm. 

The equations of motion for the rs therefore become 

(24d) 

(24e) 

1-1 = (ilm'!) ('1'3 + i'1'z)~ - 2mc2'1'zlli, (25a) 

1-z = ~'1'llmli + 2mc2'1'1/1i, (25b) 

1-3 = - i~'1'l/mli. (25c) 

Since '1'; (t) = exp{iHt lli}T; (O)exp{ - iHt Iii}, the solu­
tions ofEq. (25) for the rs are 

'1'1 (t) = exp{2iHt lli}'1't (0), (26a) 

'1'z(t) = exp{2iHt lli}Tz(O) + (1~/m) 
Xexp{iHt Iii} f(t), (26b) 

and 

'1'3(t) = '1'3(0) - (i~/m) 

X exp{iHt Iii} f(t) '1'1 (0), 

where the '1'(O),s are given by Eq. (5) and 

00 (_ 1 )k(t lli)2k+ IH2k 
f(t) = k~O (2k + 1)! . 

Note thatf(t) has the properties 

Hf(t) = sin(Ht Iii) 

and 

df(t) ="!'cos(Ht). 
dt Ii Ii 

(26c) 

(27) 

(28a) 

(28b) 

From the definition of H we obtain the expected result 
that 

HZ = ~C2 + m2c4• (29) 

Separating ~ into its transverse and parallel compo­
nents recasts HZ into the form 

H2 = 2mc2Hl + n;c2 + m2c4
, 

where 

H1 = (1/2m)(~ + n;). 

(30) 

(31) 

Since Hi commutes with H, these operators share an identi­
cal complete set of eigenvectors. Equation (31), together 
with the commutation relations between 17'" and 17'Y' i.e., Eq. 
(3), now define an eigenvalue problem identical to that for 
the two-dimensional harmonic oscillator. Hence the eigen­
values of Hi are me (v + p with v = 0,1,2,3, .... As the 
eigenvalue of 17'z is p", the square of the energy eigenvalue, 
Ev ' is given by 

E; = 2mc2[we (v+ D] + p;c2 + mZc4 

= lelBIiI?(2v + 1) + p;c2 + m2c4
• (32) 

In relativistic quantum mechanics certain operators, 
such as the "velocity" operator i', can no longer be interpret­
ed as single particle operators. This is because the complete 
space of eigenfunctions has two subspaces of positive and 
negative energy eigenfunctions. It is those operators, called 
even operators. which do not mix these charge states that 
can still be given a single particle interpretation. Some exam­
ples of these even operators are '1'3'11', and H. Conversely, an 
odd operator is one that maps eigenfunctions of one charge 
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state into the other. Now, any operator can be expressed as 
the sum of even and odd operators and so it is useful to study 
the even components. In a similar way to the Feshbach­
Villars transformation,IO·11 we seek a generalized transfor­
mation which maps the spinor eigenfunctions into (6 ) or (7) 
column spinors depending on whether they are positive or 
negative eigenfunctions. This generalized transformation 
leads to the <I> representation where the independent variable 
is p and in which even operators are diagonal 2 X 2 matrices 
and odd operators are off-diagonal 2 X 2 matrices. The trans­
formation is 

<I>(p) = V'I'(p), 

where 

V= [J(E+mc2) +71(E-mc2)]!2~mc2E, (33) 

while <l>t = \{Itv- I with 

V-I = 73 V73 

= [I(E + mc2) - 71 (E - mc2) ]!2~mc2E. (34) 

Here E = E (p z' v) is the energy eigenvalue corresponding to 
the state <I> (p). The new Hamiltonian H <I> is given by 

H<I> = VHV- I 

= (1/2E) [( 73 + i72)rc2 

+ 7 3 (E 2 + m 2c4
) - i72 (E 2 

- m 2c4
)] (35) 

and since rc2 = E2 - m 2c4
, when H<I> acts on <I> we obtain 

(36) 

As 73 is even, H<I> is also even, as expected. However, the 
coordinate operator f = iftVp is transformed into 

f<l> = VUftVp) V-I 

(37) 

which has an even component,Jf<l>] =iftVp'Aand an odd 
component {f<l>} = -iftpz C

2
7 I kI2E 2

• Here k is the unit 
vector in the direction of B. Using Eq. (14) gives 

2 A 

d pzC 73k 
- [f<l>] =. (38) 
dt E 

The left-hand side of Eq. (38) represents the average veloc­
ity operator and, as required, has only a component parallel 
to the magnetic field. 

IV. EIGENFUNCTIONS 

The eigenfunctions of our system are eigenfunctions of 
the Hamiltonian Hand 1Tz = Pz' but these two alone are 
insufficient to resolve the infinite degeneracy which appears. 
Another operator, which commutes with these two, is need­
ed to determine the eigenvalue problem completely. Any 
function of the coordinates of the guiding center, Xo and Yo, is 
such an operator. So the form of the set of eigenfunctions will 
depend on the choice for the third operator. There are three 
simple and conventional choices xo, Yo, and r ~. 

In the case of Xo the guiding center is located in the plane 
x = Xo and the Yo coordinate is undefined. If the gauge 
A = lBx is used this choice is equivalent to choosing Py 
= eBxo as the third operator. 
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Ifwe choose Yo the guiding center is located in the plane 
y = Yo and using the gauge A = - fBy makes this choice 
equivalent to that of Px = - eByo. 

If r 6 is used the guiding center is localized on a cylindri­
cal shell of radius A(2s + 1) 1/2, where s = 0,1,2, .... If the 
symmetric gauge A = !B X f is used, this choice is equivalent 
to picking L z = !mwc (r ~ - r i ) as the third operator with 
eigenvalues ft(s - n) = 1ft, so s = 1+ n. 

In addition to the choice of commuting operators there 
are two ways to calculate the eigenfunctions. The first is to 
continue with the harmonic oscillator analogy mentioned in 
Sec. III to find the ground state ¢o and build up the eigen­
functions using ladder operators 1T ± = 1Tx + i1Ty (see Sec. 
IV A). Another way is to solve the Klein-Gordon equation 
directly for ¢ (see Secs. IV B-1 V D). 

A. Ladder operators applied to eigenfunctions of 
{H,'lTz,yo} 

We use an asymmetric gauge A = - Byi. Hence 

.z.a B-Z. a 
1T ± = - ITt - + e y + Tt - • ax ay (39) 

If ¢v is a scalar eigenfunction of H 2 or H 1 , with a level 
number v, then 1T +¢v and 1T -¢v are eigenfunctions with 
level numbers v + 1 and v-I, respectively. Therefore the 
defining equations for the ground state ¢o are 

1T_¢0=0, (40) 

(41a) 

(41b) 

Solving for ¢o yields 

{ 
i 1 ( Px )2} ¢o = Ko exp -,; (xpx + zpz) - U 2 Y + eB ' 

(42) 

where Ko is the normalization constant for v = 0 and Px and 
pz are eigenvalues of Px and 1Tz, respectively. The general 
wave function ¢v is expressed in terms of 

{ 
i 1 ( Px )2} ¢v =Kv exp -,; (xpx +zpz) - U 2 y+ eB Iv(Y)· 

(43) 

By acting upon the exponential term in Eq. (42) with 1T + 

repeatedly it can be shown that 

(44) 

whereHv is a Hermite polynomial. Normalization yields the 
explicit wave function 

¢v (x,y,z) = [ mc
2 

] 112 Hv (~(y + ~)) 
#A.!£'x.!£'z2 V v!Ev A eB 

xexp { ~ (xPx + zpz) - ~ 2 ~ + ~~ y} , 
(45) 

where.!£' x and.!£' z are lengths of the system in the x and z 
directions, respectively. In terms of the ground state we have 
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and 

( 
Ev )112 A1T_ 

rPv- t = 2vEv_
t 
~ rPv' 

B. Solution of the Kleln-Gordon equation for 
eigenfunctions of {H,'frz,yo} In a coordinate 
representation 

(46) 

(47a) 

(47b) 

We now give an alternative derivation of rPv and Ev' 
Using A = - Byl, the Klein-Oordon equation becomes 

[(p; +p;)c2+ (Px +eBy)2c2 + m2c4-E2]rP=0. 
(48) 

As x and z are cyclic coordinates, the solution is of the form 
given by Rapaport9

: 

rPp",p.(r) =exp{U/Ii)(xpx +zPz)}<,6(y). (49) 

Making the transformation 

5= (Y-Yo)/A (50) 
results in 

d 2<,6(5) (E2_m2c4_p;c2 _ 2) _ 
d5 2 + leiBlic2 5 <,6(5) - 0, (51) 

which has the solution 

<,6(5) = constxexp{ - ~2}Hv(5) 

with the condition that 

(E 2 - m2c4 - p;c2)/leIBIic2 = 2v + 1, 

where v = 0,1,2, .... Normalizing according to 
yields 

rP , v (x,y,z) = [ me ] 112 
PxP.. ,fiiA2' x 2' zEvrv! 

(52) 

(53) 

Eq. (9) 

xexp{ ~ (xPx + zpz) - ~ 2 (y - YO)2} 

XHv [~ (y-yo)] , 

while Eq. (53) leads to 

E! = m2c4 + p;e + eBIfc2(2v + 1). 

These results are identical to the earlier ones. 
From Eqs. (6) and (8) the boson spinor wave function 

now becomes 
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1 2} - U 2 (y-yo) , (54) 

wherep is the set of quantum numbers {Px,Pz,v}. The anti­
boson wave function is found simply by reversing the signs of 
all momenta and energy eigenvalues Ev ' Px' and pz (this 
operation performed on the Klein-Gordon equation is e­
quivalent to reversing the sign of the charge e). The antibo­
son spinor wave function is then 

1 (~mc2/Ev - ~EJm:) '11 P (r,t) = -;:;::::;;;;::::::::;~ 
-, ~A2'x2'z ~mc2/Ev +~EJmc2 

(55) 

These two sets of eigenfunctions form a complete orthonor­
mal basis for the Hilbert space 

(E',p'IE,p) = E6~,E6p,p" (56) 

It should be noted that the charge conjugate spinor function, 

'I1c = 1't 'I1t = (x* t *), where 'I1t = (':) is not the antiparti­x 
cle state in an electromagnetic field. 

Furthermore, if the spinor wave function is written in 
the form 

then the completeness relation becomes 

A2'x2'z63 (r' - r) = L Ertp~(r')tpr(r). (58) 
r 

C. Solution of the Kleln-Gordon equation for 
eigenfunctions of {H,'frz,yo} in a momentum 
representation 

The. procedure for determining the wave function in the 
momentum representation, rP(p), is formally similar to the 
case of the coordinate representation. The transformation of 
y-+ili(a/iJy) is made in the Klein-Oordon equation, Eq. 
(48), so that the separation of momentum coordinates in the 
wave functions is clearly of the form 

rPp~,p; (p) = 6(px - p~ )6(pz - p; )1J(Py), (59) 

where p~ and p; are the eigenvalues. The differential equa­
tion obtained is identical to Eq. (51) but with the dimension­
less variable Apy/Ii. 

Solving the differential equation and normalizing yields 

Witte, Dawe, and Hines 1868 



                                                                                                                                    

Some interesting expectation values are readily calculat­
ed with eigenfunctions from Sees, IV A-IV C substituted 
into Eq, (10): 

(y) = (yo) = - (l/eB) (Px)' 

(Py) = 0, 

(n; + n-;;) = eBfz(2v + 1), 

(rD =A2(2v+ 1). 

D. Solution of the Klein-Gordon equation for 
eigenfunctions of {H,'fTz,r~} in a coordinate 
representation 

(61) 

(62) 

(63) 

(64) 

Here we use cylindrical polar coordinates (r,¢;,z) and a 
symmetric gauge A = ~(Bxr) so that the following opera­
tor relations hold: 

e2B 2r 2 _ le2B 2r 2 +p2 + eBL o - 4 1 z' 

~ =e2B2ri =pi -eBLz +!e2B2r2. 

The corresponding classical expression is 

m 2 • .2v2 =p2 _ eBL + le2B 2r 2 r 1 1 z 4 . 

The Klein-Gordon equation now becomes 

(r~,I!'I) = 2,.1, 2(2n + 1 + Itj), 

(~) = eBfz(2n + 1), 

(65) 

(66) 

(67) 

(68) 

where I'is the angular momentum quantum number and 
can take any integer value. As ¢; and z are cyclic coordinates 
in the Hamiltonian we take a trial solution of this equation of 
the form 

tP(;P, (r) = exp{itift + izpz/fz} fer). 

Equation (68) now becomes 

d 2f(r) + J.- df(r) 
dr 2 r dr 

( 
t2 e2B 2r 2) + k----- fer) =0 
r2 4fz2 ' 

where 

k = (E 2 
_ m2c4 

_ p;c2 + leIBfzc2It\)/fz2c2
• 

The nontrivial solution of Eq. (70) is 

fer) = (~)1/1/2 exp{ - ~} L III (~) 
2,.1, 2 4,.1, 2 n 2,.1, 2 

with the condition that 

k = (lelB /fz)(2n + 11'1 + 1). 

(69) 

(70) 

(71) 

(72) 

(73) 

Here L ~I (r 2/2,.1, 2) is a generalized Laguerre polynomial 
with n = 0,1,2,3, .... Normalization results in 

x exp{il'¢; + izpJfz - r 2/4,.1, 2}, (74) 

while comparing Eqs. (71) and (73) shows that 

E~ = m1c4 + p;c2 + lelBfzc2 (2n + 1). (75) 

Some expectation values calculated from these eigen­
functions are 

(76) 

(77) 

~ n n-k (-2)j(n+ltl+k)!r(ltl+2k+j+~) 

(rn,l/l) = '1'2,.1, k1;o j~O kyl( It I + k)!(n - k - j)!( \1'1 + 2k + j)! ' 

(Pi> = ~eBfz(2n + 1 + 11'/), 

(78) 

(ri>=A 2 (2n+l), 

(r6) =,.1, 2(2(n + t) + 1), 

where r is the gamma function, 

v. MATRIX ELEMENTS 

In this last section we proceed to the calculation of the 
matrix elements which will be needed in Paper II for the 
treatment of the conductivity tensor. We choose to work 
with eigenfunctions of the set o..f commuting operators H, p x' 
and p z in the gauge A = - Byi, namely Eqs. (54) and (55). 
This is because the matrix elements in this system take the 
simplest form in comparison with the other possible choices. 
The matrix elements are written symbolically (€',P' \0 I€,p), 
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I 

(79) 

(80) 

(81) 

wherep denotes the set of quantum numbers {Px,Pz,v} and € 

a particle or an antiparticle state. 

The conductivity tensor 0- is defined as the linear re­
sponse tensor relating the Fourier-Laplace transformed per­
turbations j I in the current density induced by the perturba­
tions EI in the electric field: 

jJ (q,(i) = I 0-( q,q',(i) )·E J (q',(i), (82) 
q' 
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where q' and q are wavenumbers and CiJ is the angular fre­
quency. In the case of a boson-antiboson plasma in a strong 
magnetic· field the conductivity tensor has the following 
form7

: 

&(q,q',CiJ) 

=~ L L [ EF.:(p') -E'FE(P) ] 
mliV ':.p' E.p CiJ - (Vii) [EEv- E'Ev ] + i1/ 

X (E' ,p' I Toe - iq'r( 1f - ~Iiq) IE,p) 

{
(E,Pleiq'.rIE',p') (q'lq'2) } 

X .,-+ (VmCiJ) (E,pITae,q .r1fI E',p')-I' 
• 2 

+~ LFE(P)(E,pITaei(q'-q).rIE,p)Y. (83) 
mCiJV E,p 

Here r is the projection tensor i - q' q' 1 q'2, F + (P) is the 
boson equilibrium distribution function N + (P) and 
F _ (P) = 1 + N _ (P) where N _ (P) is the antiboson equilib­
rium distribution function. Here V is the volume of the sys­
tem and 1/ is an infinitesimal introduced in the Landau pro­
cedure ensuring that the perturbations vanish as t -+ - 00. 

From this expression it is clear that three distinct types 
of matrix elements are required for the evaluation of the 
conductivity tensor: 

(a) (E',p'leiq'rIE,p), 

(b) (E',p'ITaeiq.rIE,p), 

(c) (E',p'IToe
iq·'1fIE,p). 

A. Evaluation of (E' ,p' I efCI·r I E,p) 

In this case the x and z integrations are trivial, yielding 
Kronecker deltas, and there remains a y integral: 

(E',p'leiqorIE,p) 

_ EEv +E'Ev 8 8 
- 2JEv Ev E'P~.EP.+Iiq. E'P;.EPz+liq, 

X [17'r+ v v!v'!] -1/2 

xfOO exp[iru -...!.. (u - UO)2 - ...!.. (u - uo)2] 
_ 00 2 2 

XHv (u - Uo )Hv (u - uo)du, (84) 

wherer=Aqy, Uo=EYo/A, Uo = EYoIA, and U=yIA. This in­
tegral has appeared in studies of the dielectric response ofan 
electron plasma in a strong magnetic field and has been eval­
uated in Appendix B of Delsante and Frankel. 12 It is 

17'1/22v v'!( _ l)v- v [Aqd v- v' 

X {
A 2qf + .(' )Ao iqy (2Epx + liqx)} exp --- lV-V'f'-

4 2eB 

XL:;.-v(A:q;) ifv;w' (85a) 

and 

17'1/22vvl [ Aq 1 ] v - v 

X { A 2qf + '(v' ):J. iqy (2Ep", + Iiq,. )} 
exp --4- I -V'f'- 2eB 

(
A 2 2 ) 

xL ~ - v 2
q1 

if v'>v. (85b) 
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In these expressions q", = q1 cos t/J, 9y = 91 sin t/J, and 
L ~ - v, L :,- v are generalized Laguerre polynomials. 

The integral appearing in Eq. (84) [the standard eva­
luation resulting in Eqs. (85a) and(8Sb)) may be obtained 
more directly by the following procedure. We define 

q+=q" + iqy = q1ei~, 
• -i~ q_=q",-lqy=q1 e , 

qf=q!+~ 
and substitute into the integral of Eq. (84) which becomes 

XHv(u)Hv'(u +q",), 

where the Origiil has been shifted by use of the transforma­
tion 

u .... u + EpJeBA. 

From the generating function one may define the inte-
gral representation 

H () n! f dz 2xz - i' X =- --e 
n 217'; czn+ 1 ' 

where c is any contour encircling the origin. The integral 
then becomes 

v!v'! ex {_ ;Ep"qy -...!..A 2 2} 
(217'i) 2 p eB 2 q", 

X,( dz ,( dz' 
j ZV + 1 j z'v + 1 

xexp{ - r - Z'2 + Uqxz'} 

X f: 00 du exp{ - u2 + u(iAqy - Aqx + 2(z + z'»)} 

and the entire integral may be written, after-doing the u inte­
gration, in the form 

17' v.v. ex __ A 2 2 _ -y- (2E + 1M! ) 1/2 1'1 {I iq } 
(217'i) 2 P 4 q1 2eB 'Px " 

X,( dz exp{ - Azq_} 
j zV+1 

X --exp{z'(2z +Aq+)}. f dz' 
z'v+ 1 

In the z' integral, let s' =z' [2z + Aq +]. Then 

1 f dz' - --exp{z'(Aq+ + 2z)} 
217'; c z'v' + 1 

= [2z+A ]V-I-f~e" q+ 2' 'v + 1 .17'1 c s 
and the contour c is defopned so that the integral becomes 

I f(o+) ds' e" 1 1 
217'i _00 S,v+1 = rev' + 1) = v'! 

(Hankel's integral formula). We are left with 
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x_1_l. dz e-ZAq~[2z+Aq+]V'. 
2rri X ZV+ 1 

Focusing now on the last integral, we write z = - yisq + 
and transform the integral thus 

1 f dz '[ , ___ e-Azq~ 2Z+Aq ]V 
2rri ZV+ 1 + 

One can show from the differential equation of the La­
guerre polynomials that 

LV'-V(x) = (-1V'-V r+
ioo 
~eSX(s_l)v' 

v 2rri Jc _ ioo SV + 1 ' 

where x > 0, c > 0, and v';;;'v. 
Now, deform the contour parallel to the imaginary axis 

into a circle enclosing the origin, finally arriving at 

_ __ e - AZq [2z + Aq ] v 1 f dz, ' 
2rri zV+I + 

= 2V(Aq+)V'-VL ~'-V(yi 2q~). 

The integral then becomes precisely the result (85b). To 
derive the other case, v;;;. v' , one integrates the z integral first, 
this time with s = z( - Aq_ + 2z'), to obtain 

_1_ 1. ~ exp{ - Azq _ + 2zz,} 
2rri J ZV+ 1 

= ( - Aq_ + 2z')V I(o+) ds eS 

2rri _ 00 SV + 1 

(2z' - Aq_ )V 

v! 

The remaining z' integral, using the substitution z' = yiq _s', 
becomes 

=2V'(Aq_)V-V'( _l)v-v'L~,-v'(yi2q~), 

which results immediately in Eq. (85a). 
Since all matrix elements will be linear combinations of 

integrals of the type just discussed, the following functions 
are defined: 

(86) 

and 

av,v (f1.1 ) 

1871 

= [2Vv!/2V'v'!P/2f1.~'-vL~'-vqf1.~) if v';;;.v (87a) 

= [r'v'!/2Vv!] 1/2 ( _ 1) v - v'f1.~ - v'L ~,- v' q f1.~ ) 
if v;;;. v', (87b) 
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where J.l is a non dimensional wave vector Aq. Useful proper­
ties of a and (J that will be drawn upon are 

(Jv'v( - J.l) = (-l)v'-v(Jv'v(J.l) 

and 

a v'v(f1.1) = (-l)v'-Vavv'(f1.1)· 

Note that (J v'v i=(J vv" 
One important case is (J v'v (0) = av,v (0) = ov'v' In 

terms of this notation the scalar matrix element of this sub­
section becomes 

( , 'I iq.rl ) _ (;'Ev' + €Ev -" -" 
€ ,p e €,p - u , , ""~ u , , ""~ 2 'ET E px,EPx + "'1x E pz.EPz + '"fz 

'./ LJvLJ v ' 

B. Evaluation of (e' ,p'1 Toef'l·r I e,p) 

This matrix element differs from the first only by an 
energy factor and is 

" ;q.r me2 

(€ ,p IToe IE,p) = 0 , , "" 0" ""~ 
~ E px,EPx + nqx E pz,EPz + '"tz 

'./EvEv' 

{ 
iqy } xexp -- (2EPx +fuJ.x) (Jv'v(J.l)· 
2eB 

(89) 

C. Evaluation of (e',p' I TOe'q·r'Tl' I e,p} 

The rrz component of this vector matrix element is par­
ticularly simple, 

(E',p'IToeiQ'rrrz IE,p) = EPz (E',p'1roeiq.rIE,p), (90) 

while the two other components take different forms. These 
can be calculated in a number of ways. The most transparent 
method uses the ladder operators rr +, rr _ in Eqs. (47 a) and 
(47b): 

(E',p', V'IT oeiq.rrr x It,p, v) 

fz (VEv _ 1 )112 ( , "I iq.rl 1) + - --- E ,p ,v Toe E,p,V -
A 2Ev 

(91a) 

and 

( , , 'I iq·r I ) E ,p ,v Toe rry E,p,V 

= -:- ---- (E',p',v'IToe,q'rIE,p,v - 1) fz (VEv 1 )112 . 
lA. 2Ev 

_ -:- v+ 1 (E',p',v'IToeiq'rlt,p,v + 1). fz(V+1)E )112 
lA. 2Ev 

(91b) 

Alternatively, one can use the completeness relation to form 
an expansion in terms of the matrix elements of the individ­
ual operators for any two unit matrix operators A and B, 
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2£E 
= L Y Y (alroA Ir) (riB IP). 

y eyEy + efJEfJ 

This follows from Eq. (58) and thus 

(E',p'lroeiq'l'1rx le,p) 

2e"E" 
= ~ "" (e',p'lroeiq'l'le",p") 

i;;· e E +eE 
X (e" ,p" I (Px + eBy) le,p) 

and 

(e' ,p'!r oe"''I'1ry le,p> 

2e"E" 
= k "11 (e'J1'!roeicrrle",p") 

e,p' e E +eE 
X (e" J1"lPyle,p). 

The two subsidiary matrix elements are 

(e',p'lyle,p) 

e'Ev + eEv ~ 
,., ~ 8e,c up.P' 

~EvEv 

(92) 

(93) 

(94) 

X [ey08v.v + A ~v + 18v,v+ I + A [V8v',v-l] (95) 

and 

(e',p'lPy le,p) 

= E' Ev + eEv 8 8, 
,., ~ c,£ P.P 
~EvEv 

X~[i~V+18' I- i E 8.J ] (96) A 2 v,v+ "2 ".v-I , 

which, when inserted into the expansions [Eqs. (93) and 
(94)], give identical results with those found previously, 
namely, 

(e',p',v'lroeicr'1rx le,p,v) 

and 

111m? 
=. 8" .... 8" ..... A ~EvEv "px,epx + "'Ix e P •• tip. + "'I. 

xexp [ - iqy (2epx + fiqx)] 
2eB 

X (~ v ; 1 Pv,v + I + ~ Pv,v _ 1 ) 

(e',p',v'lroeiq.r1ry le,p,v) 

func2 

= 8-" .. _8" .... A ~EvEv "px,tipx + '"Ix e p.,ep. + '"I. 

X exp[ - ~ (2£px + liqx ) ] 

(97) 

X(i~V; 1 PV,V+I -i~Pv,v_l). (98) 

So far the matrix elements of 17' x and 1ry have been taken 
between states where the transverse quantum number v is 
raised or lowered one unit. We will also find it necessary to 
write these matrix elements in a form where the other sub­
script v'is raised or lowered. This other form is found by 
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considering the generalized Hermitian conjugate operator 

(E',p'l roeiq·r11'IE,p) = (e,pl (roeiq'r11'):tIE' J1')* 

= (e,pjro1t'e-iq-rjE',p')* (99) 

andrecognizingthat1l'isHermitianandr3r~r3 = ro. Taking 
each component in tum we find 

(e',p',v'lroeiq.r1rz IEJ1,V) 

71. "'-1 , IIi z. (VIE )112 + T 2Ev (E ,p ,v - 1 I roe crtle,p,v) , 

(101) 

and 

(E',p',v'lroeiq.r1ry IE,p,V) 

= - fiqy (E',p',v'l roeiq.rleJ1,v) 

ili(V'+HEv +I)1I2( I' I iq.r - T 2Ev . e ,p ,v + llroe le,p,v) 

In v-I III . .z. (V'E ) 112 + T 2Ev (E ,p ,V - llroe'crrIE,p,v). 

(102) 

Again the same result can be achieved by using the complete­
ness relation in the form 

(e' ,p' Ir o1l'eicrr le,p) 

2£"E" 
= L E"E" + E (E',p'j1l'je",p(l) 

e",p' E-

X (E" ,p"lroe'q·rIE,p). (103) 

The form in which these matrix elements will be used is 

(E',p',v'lroeicrr1rx le,p,v) 

xexp[ - iqy (2EPx + liqx)] 
2eB 

X 1 [ -P-xPvv(tL) + ~ VI; 1 P"+l,v(tL) 

+.J'fPV-1.V(tL)] , (104) 

(E',p',v'lroelq'r1ry le,p,v) 

mel 
= 8" 1._ 8,. ..... 

~EvEv' tt p",ttpx + '"lx e p •• ep. + • .,. 

X exp [ - iqy (2EPx + liqx )] 
2eB 
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+ i ..J+ f3v'_I,v(f,t)] , (105) 

Obviously these two alternative means of expressing the ma­

trix elements will establish a relationship between av',v and 
a v, + I,v on the one hand and av',v ± I on the other hand. These 
relationships, derived in the Appendix, are 

and 

(e,p I 7 oe
i (q' - q)'rle',p') 

2 

= me 8, 8, 
Ev qx,qx qz,qz 

x 

{ 
i(q; - qy )epx } f3 (' ) Xexp - vv' f,t - f,t . 

eB ' 

VI. CONCLUSION 

( 109) 

(110) 

With the calculation of these matrix elements we con­
clude this preliminary paper in our series of three. We have 
so far given a thorough treatment of the Klein-Gordon 
equation in the presence of a strong magnetic field and em­
ployed the resulting wave functions to calculate the various 
matrix elements detailed in the previous section. 
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~ ILL av'.v = ~ v' ; 1 a v, + I,v - ..J+ av',v_ I' 

(l06a) 

~ILlaV"V= _~V~l av',v+1 +$av'_I'v, 

( 106b) 

and result from the definition of the av',v in terms of La­
guerre polynomials, 

In summary, the matrix elements that are specifically 
required in Paper II for the conductivity tensor are 

( 107) 

( 108) 

Although in Paper II 7 these matrix elements will be 
needed in the derivation and reduction of the conductivity 
tensor appropriate to a boson-antiboson plasma in an in­
tense magnetic field, it is worth noting here that their utility 
is by no means restricted to this particular application, The 
matrix elements evaluated in Sec. V would also appear in any 
kinetic equation introduced to handle transport processes in 
the boson-antiboson plasma and in investigations of the 
screening properties of such a system. It is also worth men­
tioning that almost identical matrix elements are encoun­
tered when radiation transport in a system of this nature is 
considered, that is to say, for all problems involving the 
emission and absorption of photons. As discussed by Canuto 
and Ventural3 these sorts of matrix elements occur when­
ever collisional processes between component particles of 
the plasma are important. Although Canuto and Ventura 
confine their considerations to the nonre1ativistic fermion 
plasma, the extensions to which they refer are equally valid 
for the systems under discussion in the present work. 

So far as the succeeding papers are concerned, Paper II 
is devoted to a comprehensive investigation of the conduc­
tivity and dielectric tensors for a boson-antiboson plasma. 
After the derivation of the form of the conductivity tensor, 
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we discuss the zero field limit of the tensor elements. For the 
general case of nonzero field, the tensor is reduced and sim­
plified to a particularly tractable form. We consider also the 
long wavelength limit and, most important for comparison 
with the earlier work, the zero temperature limit. The de­
taited comparison with the fermion work highlights the im­
portant differences between the two systems. 

Paper III in the series is entirely concerned with a de­
tailed study of the vacuum properties of the conductivity and 
dielectric tensors. The complete renormalization program is 
carried through for the first time in the boson case and two 
representations are presented of the renormalized tensor. 
These unify different approaches which have been used in 
the past for the fermion case. The static and dynamic polari­
zabilities of the magnetized boson vacuum are investigated 
both analytically and numerically and compared with the 
equivalent fermion results. 

APPENDIX: a FUNCTION IDENTITIES 

(a) The fundamental relationships between a ... ± I ... , 

a ...... , and a ...... ± I in Eq. (106) can be established by equating 
the alternative expressions for the matrix elements of 'Tr" (or 
'Try). Here, however, we proceed to verify them directly from 
their definitions. 

Considering, first, Eq. (106a) there are two distinct 
cases. 

(i) v' + l;~v: 

---a --a f¥'+l ~ 2 "'+1... 2 ...... -1 

=J..[2"vl]1I2 ... - .. +1 [L"'+I-"-L ... - .. + I ]. 
2 2"'v" J.t1 .. ..-I 

(AI) 

Now L ;-.. + 1_ L ;.=-t+ I =L ;-"so that the required re­
lation is 

rm. E 1 v--22- a ... + I ... - V-Z a ...... - I =-ZJ.t1a ...... 

(li) v>v' + 1: . 

~ v'; I a ... + I ... - .J'fa ...... _1 

= [2"'v'1]1I2 (_1) ... - .. +IJ.t .. -"'+1 
2"vl 

(A2) 

X[(v'+l)L~~~-I-vL~.-I-"']. (A3) 

This time 

(v' + nL~~~-I(!J.tD _VL~-I-"'(!J.ti) 
= - !J.tfL ~-"'(!J.tf) (A4) 

and we arrive at the same result as above. 
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The other identity, Eq.(106b), can be tteated in the 
same way. 

(iii) v' - l>v: 

~v~ 1 a ...... + I - .Jfa ... -I ." 

= [;:~JI2 J.tr -,,- I 

X [(v+ 1)L ;+t- I - v'L ~-"-I] 

= - !J.t1a ... ;". 

(iv) v>v' - 1: 

~v~ I a .... v+1 - .Jfa ... -I ." 

_ 1 [2"'V'!] 112 ( 1) ... -,,-1 ,,-"'+1 -- -- - J.t1 
2 2"v! 

(ASa) 

X[L~-"'+I_L~-::,,"~+I] = -!J.t1a .... ". (ASb) 

These two identities [Eqs. (1 06a) and (106b) ] can be com­
bined in a particularly useful way by rewriting them as 

and 
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The field-diffeomorphism anomalies in the nonlinear u model are explicitly discussed, using 
the spectral sequences technique. The role of the Riemannian constraints is analyzed for low 
space-time dimensions. 

I. INTRODUCTION 

We have nowadays become accustomed to applying the 
methods of algebraic topology to many current problems in 
quantum field theory (QFT). Thus magnetic monopoles, 
strings, instantons, solitons, anomalies, and so on, are typi­
cal subjects where the interaction between physicists and 
mathematicians has reached a remarkable level. 1 

In particular, the renormalization of models with sym­
metry has brought into evidence the power of cohomological 
methods,2 which have provided a well-defined characteriza­
tion of the role of the anomalies in QFT; indeed the anoma­
lies obtained by lengthy Feynman diagram calculations were 
identified with the aid of precise theorems proved in the lan­
guage of the algebraic topology. Anyhow, this powerful 
mathematical artillery sometimes has to be adapted for a 
more direct computational use, to the physicists require­
ments. Many authors3

-
5 have emphasized the importance of 

this step, and recently we have fitted6 the spectral sequences 
method7

-
9 to the study of gauge and gravitational anomalies. 

In this present paper we shall discuss and apply the same 
method to the renormalization of nonlinear u models in 
which a local diffeomorphism in variance is present at the 
classical level. We shall see that this approach is practically 
insensitive to the nonpolynomiality of the model in the phys­
ical fields; however, to preserve the factorization of the 
manifold in which our model is defined into Faddeev-Popov 
(<I> II) charge eigenspaces, we shall require analyticity of the 
vertex operators in the <l>II ghosts and their space-time de­
rivatives. 

In order to have a simple realization of the diffeomor­
phism algebra, we shall consider a parametrization of the 
models in terms of particular one-forms. 

The cohomology problem then will be completely 
solved in the space of local functions, using the spectral se­
quences technique, and in the local functionals space for low 
space-time dimensions. We shall find anomalies in all the 
above cases, and we shall see that when the geometry of the 
manifold becomes Riemannian (which is not contained ex­
plicitly in the BRS operator), many anomalies vanish and 
only the ones analyzed in Refs. 10 and 11 survive. 

In Sec. II we introduce the classical model and the nota­
tion. 

Section III is devoted to the application of the spectral 
sequence technique to solve the cohomology problem in the 
space of the local functions. 

In Sec. IV we discuss the cohomology of the BRS opera­
tor in the space oflocal functionals; we shall solve the prob-

lem for space-time dimension d = 2,3,4. 
The Riemaniann geometry constraint is introduced in 

Sec. V, and its role in the trivialization of particular anoma­
lies will be discussed. 

Appendix A contains a summary of the spectral se­
quences technique, and we shall treat in detail the case where 
an infinite number of filtrations is needed to solve the prob­
lem. 

Some technical aspects of Sec. II are discussed in Ap­
pendix B. 

II. THE CLASSICAL MODEL 

A nonlinear sigma model is a field theory in which the 
bosonic dynamical variables rp i(X) take their values in a 
manifold M. The dynamics of rp i(X) are determined by the 
classical action functional S (rp ) : 

S(rp) = i ddx (detgp <7 (X»)1/2g"Y(X)gij(rp(x») 

X J
I1 

rpj(x )J"rpj(x), 

i,j = 1, ... ,n, /l,V = l, ... ,d, (2.1 ) 

where R is the d-dimensional space-time endowed with the 
metric tensor g" v (x) and gij (rp (x) ) is the metric on the target 
manifold M. The model is invariant under local fields diffeo­
mormism :T (:T transformations), 

Oyrp i(X) = /J,i(rp(x»), 

such that 

Oygij(rp(x») = -A/(rp(X»)gidrp(x») 

- A/ (rp(x) )gjdrp(x»), 

where 

(2.2) 

(2.3 ) 

(2.4 ) 

Suppose that the metric tensors gij(rp(x») andg"V(x) admit 
the vierbein decompositions 

gij(rp(x») = v/(rp(x»)v/(rp(x»), 

g"V(x) = e"a (x)eV
a (x), 

and introduce the quantity 

(2.5 ) 

(2.6) 

V b
a ~(rp(x») = e" a (x) Vbj(rp(x) )J

I1 
rp i(x)(det gP<7 (x) )1/4 

(2.7) 

by means of which the action S(rp) is written 
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(2.8) 

Under infinitesimal jf transformations V a
h ~ (9'(x) ) behaves 

as 

(2.9) 

In this paper we study the quantization of the model defined 
by means of the quantities V a

h ~(9'(x»), as in Eq. (2.8). 
Although this is not the most general parametrization, it 

greatly simplifies the procedure; and it can be useful for a 
first glance to the model and its geometrical setting. 

In fact, if we consider the fields ;p I (x) as coordinate of 
the model, the quantity va h ~(q?(x») can be interpreted as a 
one-form on the manifold M with values on the algebra of 
the jf transformations. 

The ordinary covariant derivative D I' can be defined 
after the introduction of the local connection r" ~(q?(x»), 
D" V a

h ~(q?(x») = a" va
h ~(q?(X») + rp. kj(q?(X»)V°bik(q?(X») 

- r/dq?(x»)Va/j(q?(X») 
with 

6.rr,,~(x» = -A. ik(9'(x»)rp. kAq?(X») 

+ A. kA (X»)r/k (q?(X») - ap.A. ~(9'(x»). 

The algebra induced by the jf transformations can be found 
by means of the operator D 

D= fddXA.'.(q?(X»)D·,(X), (2.10) 

where we have denoted 

DS,(x) = {_ Va/,(q?(x») .6 
6Vo/.{9'(x») 

+ va S (X») 6 
h j q? 6Va

b
'j(q?(X») 

_ r s.(m(x») 6 
1'1 T 6r,,'j(q?(X») 

. 6 ~6} + r 'r(9'(X») . . +-~--
I' 6r/.(q?(X») 6rp.r.(q?(X») 

(2.11), 

F= f ddXF(x) = fddX Fo (V,r)(x) 

such that: 

[DSr(x),D i
m (y)] =r/mjID~{x)6(x - y) 

= ( - 6' 61 61
. + 61 61 6'.) mr, rmJ 

XD~(x)6(x - y). (2.12) 

If we introduce the anticommuting Fadeev-Popov (<I» n) 

charged ghosts C~ (x), 

{C~(x),C'.(x)} + =0, (2.13) 

then we can define the BRS operator 6, 

_ J:... r I I.C' (x)cm (x) 6 ] 
2 ,m, s I 6C~(x) 

(2.14) 

= fddX[C~(X)Djl(X) + C'.(X)C'I(X) 6 ], 
6C'I(x} 

such that 

62 =0. 

(2.15) 

Our program is now to investigate the cohomology space of 
the operator 6 in order to find the local anomalies whose 
presence prevents the renormalization of the model. 

Obviously, due to the nonlinearity of the model, the co­
homology spaces must contain nonpolynomial objects too, 
so, many of the simplifications occurring in the polynomial 
quantum field theory (such as dimensional bounds) are not 
available. 

On the other hand, some help can be obtained by the 
superselection rules of the model; first of all, in order to have 
objects with definite <l»n charge, and to preserve the <l»n 
charge additivity, we shall only consider functions which are 
analytical in the <l»n ghosts and their derivatives; so if Fis a 
local functional of the theory, to which corresponds a local 
function F(x) in a space f, we decompose 

+ f ddX n~1 (aa(l) .. ·aa(n) Ci(!)j(!) (x»)F/(I),a(l)"'a(n)i(l) (v,r)(x) 

+ f ddX n,~ 1 (aa(l) .. ·aa(n) CI(l)j(l) (x»(ap(l)" ·ap(m) C i(2)j(2) (x») 

xF j(1)j(2)a(!)"'a(n) P(!)",p(m)(v'r)(x) + ... :z . 1(1),1(2) , , 
(2.16) 

where the functions 
Fj<Il.a(l)·"a(n)I(l) (V,r) (x), 

F/(1)j(2)a(l)"'a(n)I(1),i(2/(l)" ,p(m) (V,r)(x),'" 
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are, in general, nonpolynomials in VOb Ik (q?(x») and 
r I' ~(9'(x») and other possible <l»n neutral quantities. 

In short the functional F admits the decomposition 
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p= f ddX m~o pm(x) = f mLo pmd(x), 

where the upper index denotes the <PIT charge eigenvalue, 
and the lower one the usual grading in the space of forms. 

Now the cohomology equations 

OP = 0, P =!=oF* for arbitrary p* 

are solved, at the level of local functions, by the system 

opmd(x) + dF m+ Id_l (x) 0, (2.17) 

pmd(x)=!=opm-Id(x) + dF m
d 1 *(x), (2.18) 

where d is the exterior differential operator, and, if the base 
space is isomorphic to RD (so the Poincare Lemma can be 
used) we get the chain of equations 

opm+ld_l(X)+dFm+2d 2(X) 0, 

opm+2d_
Z

(x) +dFm + 3
d _ 3 (X) =0, 

oP'" + do(X) = O. 

In the next section we shall solve the equation 

oP's(x) = 0, 

(2.19) 

(2.20) 

for any rand s, using the spectral sequences technique. 

III. SPECTRAL SEQUENCES AND LOCAL ANOMALIES 

In this section we discuss the equation 

oprs(x) =0, (3.1 ) 

and we shall find the cohomology class of the operator 0 in 
the space of local functions. 

The analysis is based on the spectral sequences tech­
nique, already used4

-<5 in the study of QFT anomalies. 
Indeed, the assumption, needed to preserve the <PIT 

charge additivity, that all the local functions of the theory 
are analytic in the ghost fields and their space-time deriva­
tives, implies that the operator 

. 0 
v L (1 + n)D,,(n) C'j (x) i (3.2) 

n 0 oDa(n) C j (x) 

[where Da(n) C~ (x) = (aa(l) .. ·aa(n) C~ (x»)] will induce a 
grading on the space f with integer eigenvalues, such that 

Lf(k), 
k>O 

(3.3) 

and each elementf(k) of the spaces f(k) is eigenvector of the 
operator v with eigenvalue equal to k. 

Now, if we define 

{iflSr {k}(x) = L n! { 
n>k k !(n k)! 

+D va '.( (x») a 
a(n - k) b J cP aD va r.( ( ») 

a(n) b J cP x 

+Da(n_k)r/r(CP{x)) aD /i ( ( »)}. 
a(n) I' S cP X 

K(p) L f(k) 
k>p 

(3.4) 

(the space of functions whose eigenvalue is greater than p), 
it is easy to derive 

f K(O) -:JK( I) -:JK(2) -:J ... -:JK(p) -:J ... :JK( (0) 

and 

oK(p) CK(p). (3.5) 

It is obvious that in our case that the filtration process com­
pletely exhausts the space f, that is, 

K(oo) =0 (3.6) 

or, more precisely, 

lim K(O)IK(p) = K(O). (3.7) 
p- 00 

The operator 0 will be graded with respect to v as 

[v,oJ = L po(p) (3.8) 
p>l 

and the particular expressions of the operators 0 (p) are 

o(l) L [crs(X){ifls,(X) 
">0 

where 

{ 
-D va j (m(x») a 

a(n) b, T' aD va j ( ( ») 
a(n) b s cP X 

+ D va s ( (x») a 
a(n) b j cP aD va r( ( ») 

a(n) b}CPX 

_ D r S(m(x») a 
a(n) f.l.} T' aD r r.( ( ») 

a(n) f.l. J cP X 

. a} + Da(n) r/r(CP(x») aD r j ( ( ») , (3.10) 
a(n) f.l. s cP X 

o(k + 1) Da(k) C r
s (x){iflsr {k}(x) 

+Da(k-l)af.l.C's(X) a , 
aD,,(k_l) r,/s(cp(X») 

k= 1,2, ... , 

and we have defined 

(3.11) 

a 
Acp(x» 

r S(m(x») a 
k) f.l. J T' aD r r.( ( ») a(n) f.l. J q; X 

(3.12) 

Using now a procedure proposed by Dixon,5 we introduce the notion of adjoint ness in the f space, to have a Hilbert space 
structure, and we define 
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(3.13) 

where 

~', +(x) = {-Da(n) ya/.(9'(x») aD y~. ) + Da(n) yab 'j(9'(x» a 
a(n) /,(9'(x) aDa(n) Y"/A9'(x» 

-Da(n) r,;'A9' (x» aD / •. ( ( » + Da(n) r/A9' (x» aD raj ( ( H}' (3.14) 
a(n) '" J 9' x a(n) "" 9' x 

~+(k+1)=~S,{k}+(x)a a +Da(k_l)r",'.(9'(x») a , k=I,2,.... (3.15) 
iJ)a(k)C'.(X) aDa(k-l) a",c'.(x) 

with 

~',{k}+(x) = L kl(nn~ k)' {-Da(n) ya/.(9'(x») aD ~"j ( ( ») 
n>k· a(n - k) b r 9' x 

+ Da(n) yab j(9'(X») a -Da(n} r",rj (9' (X») a 
aDa(n_k) Y"hj(9'(X») aDa(n_k) r", j(9'(x») 

+ Da(n) r/.(9'(x») a j }. (3.16) 
aDa(n_k) r", ,(9'(x») 

The cohomology space of the operator ~. as shown in 
Ref. 6 for finite length filtrations, and extended in Appendix 
A to infinite ones, is isomorphic to the space ofthe solutions 
of the system 

~(k)A(x) = 0, ~+ (k)A(x) = 0, k = 1,2.... . (3.17) 

The first step is to solve the system 

~(1 )A(x) = 0. ~+ (1 )Aex) = 0. (3.18) 

Since ~( 1)2 = 0, the above system will identify. due to 
the Hodge decomposition, the cohomology space of the op­
erator ~( 1 ). so the spectral sequences method can be directly 
applied to this case. 

The result. analyzed in detail in Appendix B. is 

A(x) = T*(cr.(x»x' 

TI( ya/t(9'(x»),Da(n) YC/,.(9'(x».r /u(9'(x»). 

Da(m) r "Pq (9'(x»),Da(k) cr. (x». (3.19) 

k = 1.2..... (3.22) 

implies 

{~+(k+ 1).~(k+ 1)}A(x) =0, k= 1.2 .... , (3.23) 

which, after a little algebra, can be written 

{'l)'. 'l)'. + + Da(k _ I) a", C r. (x) 

x aD a apc'.(X)}A(X) =0, (3.24) 
a(k-l) 

where 

'l)', = ['l)',{k-1Jt}+Da(k_l)r/,(9'(x»)]. (3.25) 

Now, thanks the Hilbert space structure we have intro­
duced, we obtain the condition 

('l)'. + A(x) I'l)'. + A(x» 

+ { a A(x) 
aDa(k-l) a", cr. (x) 

X I a A(x) \ = 0, 
aDa(k-l) a",c'.(x) I 

(3.26) 
where the quantities 

T*(C'.(x») (3.20) and the positivity of the norm implies 

and 

TI (ya /t(9'(x) ),Da(n) YC/,(9'(x».r", iu(9'(X»). 

Da(m) r ,.Pq (9'(X»),Da(k) C'.(x» (3.in 
are invariant under the global :T transformation, and 
T*(C'. (x») depends only on underived ghosts fields, while 

TI( Y"/t(9'(x»),Da(n) YC/,(9'(x»),r /.(9'(x»), 

Da(m) r "Pq(9'(X»),Da(k) C'.(x» 

is either ..,n neutral or contains only space-time derivatives 
of the C'. (x) fields. 

Furthermore, the condition 

~(k + l)A(x) = O. ~+(k + I)A(x) = 0, 
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'l)'. + A(x) = o. 
___ a ___ 

Aex
) = o. 

aDa(k_1) apc'.(x) 

(3.27) 

From the last equation we can easily derive, using the analy­
ticity of the functions of the space f in the..,n charged fields 
and their space-time derivatives, that A(x) is independent 
on the derivatives of the cr. (x) fields. 

Thus we arrive at the result 

A(x) = T*(C'.(x»),T 1
( y"/t(9'(x»), 

Da(n) yc/,(9' (x»);r/. (9'(x»,Da(m) r "Pq(9'(x»)) 
(3.28) 

with the subsidiary condition 
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<,l)rs + T I (va /,(qJ(x)),Da(n) V C 
d ~(qJ(X) ),r It lV (qJ (X) ), 

Da(m) r,/q(qJ(x») = 0. (3.29) 

We remark that the <l>n character of the anomaly is fully 
contained in the term T*(crs (x») and the term 

TI( Va/,(qJ(x»),Da(n) VC/r(qJ(x»),rltlv(qJ(x»), 

Da(m) r ,/q(qJ(x»)) 

represents the anomaly in the <l>n charge zero sector, and we 
shall call it AO(x), so Eq. (3.28) can be written 

A(x) = T*(C r
s (x»)Ao(x). (3.30) 

We show now that <I> n evenly charged local anomalies can 
be discarded. 

Let us consider, as an example, the case in which the <I> n 
charge is equal to 4 (it will be obvious now the argument can 
be extended to the general case), 

A(x) = (acrs(x)CS,(X)C'l(X)Czr(x) 

+ bCss (x)cr, (X)C'l (x)C l
r (x) )AO(x). 

(3.31) 

Using anticommutativity, we derive 

C r
s (x)C S, (x)C 'l (x)C l

r (x) 

= -Clr(x)crs(x)cs,(X)C'l(X) =0, (3.32) 

so the first term drops out. Following now a method pro­
posed by Bardeen and Zumino, 12 we introduce in the theory 
the quantity 

H(x) = In(detgij(qJ(x»)), (3.33) 

it is easy to derive that 

oH(x) = CSs (x) (3.34 ) 

so 

CSs (x)C r, (X)C'l (x)C l
r (x)Ao(x) 

= 0 [H(x)C r, (x)C'z (x)C l
r (x)Ao(x) ], (3.35) 

which proves our statement. 
It is obvious that the above argument also applies to the 

usual "trace"anomalies 

(3.36) 

IV. LOCAL FUNCTIONAL ANOMALIES 

In this section we analyze the integrated anomalies in 
the sector with <l>n charge 1, by solving, for low space-time 
dimensions, the system Eq. (2.19). 

A. Two-dimensional case 

We have to solve the system 

OF I
2(X) +dF 2

1(x) =0, 

oF 2
1(x) + dF 3

0 (x) = 0, 

oF 3
0 (x) = 0, 

(4.1 ) 

(4.2) 

(4.3) 

where the zero-form F 3
0 (x) takes the expression 

F 3
0 (x) = cr,(X)C'l(X)Clr(x)AUo(x) +ol?o(x) 

= Clr(x)Ocrl(X)AOo(x) + ol:2o(X), (4.4) 
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with arbitrary l:20(X), and the neutral zero form AOo(x) 
satisfies 

oAOo(x) = 0. 

Substituting we get 

oF 2
1(x) + dF 3

0 (x) 

= oF 2
1(x) + 30(Clr(x)dcrl(X)AOo(x») 

( 4.5) 

+ Clr(x)Ocrl(X)dAoo(x) + dO l:20 (X) = 0, (4.6) 

which requires 

dAOo(x) = oAoo(x) (4.7) 

and AOo(x) has <l>n charge equal to - 1. 
Since this is forbidden in our model, the only remaining 

possibility is that 

dAOo(x) = ° (4.8) 

hence A ° ° (x) has to be a constant. 
So, with an easy calculation we get 

F 12(X) = arlt rj(qJ(x) )JvCjr (x )dxlt !\ dxv 

+ oA02(x) + dl:]2(X), (4.9) 

since no cohomology element is contributed from Eqs. (4.1) 
and (4.2). 

B. Three-dimensional case 

Here we have to solve the system 

OF I
3(X) + dF 2

2(X) = 0, 

OF 2
2(X) +dF\(x) =0, 

oF 3
1 (x) + dF 4

0 (x) = 0, 

oF 4
0 (x) = 0. 

(4.10) 

(4.11 ) 

( 4.12) 

(4.13 ) 

As shown in the previous section, the cocycle equation 
(4.13) gives no cohomology element, so the first contribu­
tion comes from the homogeneous solution of Eq. (4.12), 
giving 

F\ (x) = cr, (x)C 'I (x)C l
r (x)Ao] (x) + ol:2] (x) 

= Clr(X)ocrl(x)AO](x) + ol:\(x), (4.14) 

where, comparing with the two-dimensional case, only the 
lower form indices have been changed. 

Proceeding as in the previous case, the term A 0 ] (x) sat­
isfies 

AO](x) = dAoo(x) 

with 

oAoo(x) = 0, 

so the anomaly takes the form 

(4.15 ) 

F I
3 (X) = rltrj(qJ(x»)JvCjr(x)JpAoo(x)dxP !\dxlt !\dxV 

+ oA03 (x) + dl:\(x), (4.16) 

which clearly reveals its two-dimensional origin. 

c. Four-dimensional case 

The system is now 

OF I
4(X) + dF 2

3(X) = 0, 

Giuseppe 8andelloni 
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6p23 (X) + dF\(x) = 0, 

6p32(X) + dF4
1(X) = 0, 

6p41(X) + dFso(x) = 0, 

6pso(x) = o. 

(4.18) 

( 4.19) 

(4.20) 

(4.21 ) 

The previous examples show that the only nontrivial contri­
butions may come from the oddly cl>II charged cohomolo­
gies, so the term 

pSo(x) = cr.(x)C·t(X)Ctl(X)Clm (x)Cmr(x) 

X AOo(x) + 6l:4
0 (x) 

= C l
r (x)6C r• (x)6C'1 (x)Aoo(x) + 6l:4

0 (x) 
(4.22) 

will induce, by the same reasoning, terms in the system 
(4.17)-( 4.21) 

(4.23) 

p32(X) = 10 a"c l• (x)altc'r(x)crl (x)dx"AdxI', (4.24) 

p23(X) = 10 a"c l• (x)alt C'r (x) rp'M) (x»)dx" Adxl' A dxP 
(4.25) 

(defined up to boundaries and total derivatives) and leads to 
an anomaly in the cI> II charged one-sector 

P14(X) = lOa"Cir(x){r/.(cp(x»)apr'/j(cp(x») 

- !r It r.(cp(x) )rP'1 (cp (x) )r /r(CP(x»} 

X dxu A dxP A dxI' A dx" 

(4.26) 

and the homogeneous solution ofEq. (4.19) will give a term 

P32(X) = crt(X)Ctl(X)Clr(x)Ao2(X) + 6l:22(X) 

= Clr(x)6crl(X)A02(X) + 6l:2
2(X) (4.27) 

leading to an anomaly 

p 14(X) = r It ri(cp(x) )a"C ir (x) ap.6.° 1 (x)dxP A dxI' A dx" 

+ 6A0
4 (x) + dl:\(x), (4.28) 

where the cI> II neutral one-form .dO
l (x) has to satisfy the 

constraint 61l. ° 1 (x) = o. 
A generalization of the outlined method to higher space­

time dimensions leads to anomalies coming from the usual 
transgression of Chern classes. 

Notice that in our treatment it is evident that in higher 
dimensions there are anomalies generated from lower di­
mensionality structures. 

V. RIEMANNIAN ANOMALIES 

In the preceding sections we have carried out the coho­
mological analysis of the anomalies, that is, the cohomology 
space of a well defined nilpotent operator 6 has been found, 
and the solutions we have computed reflect all the local 
properties of this operator. Let us remark that the Rieman­
nian character of the manifold is not contained in the opera­
tor 6, which describes only the infinitesimal variations of the 
model under diffeomorphisms. 

In fact, a Riemannian structure is defined 13 by the exis­
tence of an inner product which induces a conjugate linear 
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isomorphism between the connections of the vector bundle 
and its dual; so the connection is said to be Riemannian if 

rp'l(cp(x») + r/r(CP(x») = 0, (5.1) 

which leads to a curvature tensor 

R Ir(cp(X» = {apr /r(CP(x») + r/.(cp(x»)r u'r(CP(x»} 

Xdx P Adxu (5.2) 

with the property 

R Ir(cp(X») + R rl(cp(x») = O. (5.3) 

Now the above conditions hold locally in all the mani­
fold; however, since the infinitesimal .'T transformation 
maps zero into zero, we have to satisfy 

6[rp'l(cp(x») + r/r(CP(x»)] = 0, (5.4) 

6[R l
r(cp(x»)+Rrl (cp(x»)] =0, (5.5) 

which are verified by 

Clr(x) = - crl(x), (5.6) 

and the .'T field's diffeomorphisms become local Lorentz 
transformations. 

In this situation it is easy to verify that the symmetric 
polynomials T *( cr. (x»), in Sec. III, will give contributions 
only if they have cl>II charge equal to 4k - 1 with k integer. 

This implies that the term pS o(x) we have encountered 
in the previous section becomes trivial, and the integrals of 
all the quantities of the system (4.17)-(4.21) (and in parti­
cular the four-dimensional anomaly) disappear. 

On the other hand, all the solutions of the two-dimen­
sional chain [Eqs. (4.1 )-( 4.3)] fully satisfy the above re­
quirements, and so we evidentiate the existence of cI> II 
charged 1 anomalies in space-time dimensions equal to 
4k - 2 with k integer. 

Concerning the remaining three- and four-dimensional 
anomalies of Sec. IV, they will survive only if the terms 
Il. 00 (x) and .6.01 (x) satisfy all the above constraints. 
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APPENDIX A: INTRODUCTION TO SPECTRAL 
SEQUENCES 

In this Appendix we give a brief introduction to the 
spectral sequences technique. For a more exhaustive treat­
ment we refer the reader to Ref. 9. 

Let K be a differential complex with differential opera­
tor 6; i.e., K is an Abelian group and 6: K:=;.K is a group 
homomorphism such that 62 = O. 

Suppose that in K there is a grading K = l:/ceZ, C k and 
6: C k:=;. C k+ 1 increases the grading by 1. 

The infinite sequence of subcomplexes 

K = K(O) ::JK( 1) ::JK(2)::J'" ::JK(p) 

::JK(p + 1)::J· .. ::JK( 00 ) = 0 (AI) 

is called a filtration on K, this makes K into a filtered com­
plex. 

Giuseppe Bandelioni 1880 



                                                                                                                                    

In our case the grading number is given by the eigenval­
ue of the <l>n ghosts and their space-time derivatives count­
ing operator v, so the space K (p) contains elements whose 
eigenvalue is greater than p. 

Suppose now that the filtration has the property 

8K(p) CK(p) for all p. (A2) 

The operator 8 will be graded with respect to v as 

[v,8L = I p8(p). (A3) 
p;d 

Define now 

8- IK(p) = {xE8- IK(p) if 8xEK(p)}, (A4) 

ZPr = K(p) n8-'K(p + r) and ZPr = K(p) for r<O, 
(A5) 

8Z p- r
r =K(p)noK(p-r). (A6) 

Now ZPr contains ZP+ Ir_1 and dZP+ l-rr _ l , so we can 
define 

EPr=ZPrl{ZP+'r_1 +8ZP+I-rr_I}, (A7) 

Er = I EPr· (AS) 
P 

It is evident that ifxEK(p) and ox = OthenxEEPr for all 
r, and if xEK (p) and x = oy, then x is not an element of E P r 
for n large enough. Furthermore, 0 maps Z P r into Z P + rr 

and {Z P + rr _ 1 + 8Z P + 1 - rr _ I} into 8Z P + rr _ 1 and since 

EP+rr =ZP+rrl{ZP+I+rr _ 1 +OZP+'r_I}' 

8 will induce a differential dr : EPr =?E P + rr whose cohomo­
logy space can be computed as follows. 

(l) The space Z P (Er) of cycles in E P r is defined by 
xEZ Pr such that 

OXE{ZP+ 1 +'r-I + oZP+ 'r-I}' 

i.e., ox = oy + z, with 

yEZP+'r_" zEZP+'+rr_" 

now, if x = y + u, wegetou = z, i.e., UEO-1Z P+ 1 + rr_ I' or, 
better uEK(p)n8- IK(p+r+ 1) =ZPr+ l , and, SInce 
ZP+ \-1 is in the "denominator" of EP" we can get 

Z P(E)={ZP +Zp+1 } r r + 1 r -. 1 

x {z P + I, _, + OZ P + 1 - 'r _ 1 } - 1 

(A9a) 

(2) The space of coboundaries BP(Er ) in EPr contains 
the elements ZEOZ P - 'r' so 
BP(E )=EP nozp- r = {8Z P-' +Zp+1 } r r r r r-1 

x{ZP+ 1 + oZP+ 1-, }-I 
r-l r-1' (A9b) 

and the cohomology space HP(E,) = ZP(Er )IBP(E,) will 
have the form 

HP(E,) = {EP, nzp,+ 1 }/{EP, noz p- 'J 

1881 

= {ZPr+ 1 + ZP+ 'r-I }/{oZP- r, + ZP+ Ir_l} 

=ZPr+I/{ZPr+ 1 n{8ZP-', +ZP+'r-JJ 

= ZPr+ ,/{oZP- 'r + ZP+ Ir_ I} = EPr+ 1 CEPr, 
(AlO) 
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since 8ZP-', CZP,+ 1 and 
=ZP+'r_,. 

Now 

r- 00 

which represents the space of cocycles of K (p), 

lim 8ZP- rr = K(p) n8K( - 00) = K(p) n8K, 
r- 00 

which represents the space of coboundary of K (p), and 

.. H (K) 
E = hm E = hm IEP = I--'-P--

00 ,_ 00 r ,_ 00 P r P Hp + , (K) , 

which represents the graded cohomology group. 
So the cohomology is reached first by the nested succes­

sion (in the index r) of the spacesEP, and then summing inp 
in the sense of set theory. 

Suppose now that K admits another filtration 

K = K'( 00):::J··· :::JK'(p) :::JK'(p - I):::J··· :::JK'(O) 
(All) 

and K' (p) = ° for p < 0, and that there exists a scalar prod­
uct such that K' (p) will be orthogonal to K(q) for p=f.q. 

In our case this is fulfilled if we use the same filtration as 
before and if K' (p) contains elements whose eigenvalue is 
less than or equal to p, and we adopt the scalar product de­
fined in Sec. III. 

We can now prove the following theorem. 
Theorem: IfxpEEPr , then the same xpEEP,+ 1 if 

8(r)xp = 0, (AI2) 

0+ (r)xp = 0, (AB) 

where 0+ (r) is the adjoint of 8(r) derived by the adjoint ness 
operation induced by our scalar product. 

Proof' IfxpEEPr, from Eq. (AlO) we shall get that the 
same x pEEP, + 1 if we have the following. 

(1) xpEZP, + I' that is, xpEo-'K(p+r+ 1), 

and this will imply 

(8xp IK'(p + r» = 0, 

where < I > means scalar product. Ifwe decompose oXp and 
K' (p + r) in their components belonging to different eigen­
space of the operator v, then Eq. (AI2) immediately fol­
lows. 

(2) xp has to be orthogonal to all elements of the space 
8Z P - r" that is, 

(o+xp IK(p - r» = 0. 

Equation (AI3) is easily derived after the decomposition of 
8+xp and K(p - r) into their veigenspaces. 

Recalling now the definition of the spaces E, we can use 
the above theorem to prove the following. 

Lemma: IfxEE" then the samexEE,+ 1 if 

o(r)x = 0, 

0+ (r)x = 0, 

(AI4) 

(A15) 

and the space E 00 can be "formally" derived solving the 
above infinite system. 
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APPENDIX B: THE COHOMOLOGY SPACE OF THE 
OPERATOR &(1) 

In this Appendix we will study the cohomology space of 
the operator 

6(1) = [C',(X)g,,(X) + L Da(n) 
n;>O 

where 

g',(x) = L {-Da(n) Va/,(tp(x») aD v~ J ( ( ») 
n;>O a(lI) b , tp X 

+ D va '( (x») a a(lI) b J tp i},n va, ( ( ») .va(n) b J tp X 

_ D ( r '.(m(x») a 
all) P.JT i}1JJ r '.( ( ») a(lI) p. J tp X 

+ Da(lI) r/,(tp(x») aDa(lI) r:JAtp(x»)} (B2) 

using the spectral sequences techniques. 
We shall use as the filtering operator 

v' = C~(x) ~ , (B3) 
aCj(x) 

which decomposes the operator 6( I) into 

~(1) - L [ n! D C' (x) 
- lI;>k;>2 k !(n _ k)! a(k) , 

XDa(lI_k)C'/(x) a ] (B4) 
aDa(lI) C'/ (x) 

and 

61(1) = C',(X) {g., (X) + L Da(II)C'/(X) 
. 11;>0 

a x-----
aDa(II)C'/(x) 

D C/ ( ) a } 
- a(lI) ,x i}1JJ C/ ( ) 

a(lI) • X 

+ [(C'.(X)cs/(x») a ] . 
ac'/(x) 

The cohomology is obtained solving the system 

~(l)d(x) = 0, 

~+ (1 )d(x) = 0, 

61(1)d(x) = 0, 

61+ (1)d(x) = 0, 

which implies 
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(BS) 

(B6) 

(B7) 

(BS) 

(B9) 

and 

{6 1(l),6 1+(1)}d(x) =0. 

From Eq. (Bll) we derive 

{[.,HS, (x) + !d S, (x>] [.,H'.(x) +!d's(x)] 

+ ld', (x)d',(x)}d(x) = 0, 

that is, using the Hilbert space structure, 

.,H',(x)d(x) = 0, 

dS,(x)a(x) = 0, 

where 

(BIO) 

(Btl) 

(BI2) 

(BI3) 

.,H', (x) = gs, (x) + L Da(lI) CS, (x) a 
n;>O aD a(lI) C " (x) 

and we have used the relations 

[.,H', (x),.,K"', (x)] = 6"',.,H', (x) - 6·,.,H"', (x), 
(B15) 

[dS,(x),d "', (x) ] = 6"',d',(x) - 6',d"',(x), (BI6) 

which reveals that .,Hs,(x) and d',(x) are in the adjoint 
representation of our group, and a(x) is invariant Under 
their action, so Eq. (3.19) immediately follows. 
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Fibers of the exterior bundle over a Lorentzian manifold can be given the structure of a 
Clifford algebra. The minimal left ideals of this Clifford algebra may be interpreted as spinors. 
In order to better understand spinorial properties of the Kahler equation in a curved space­
time, conditions for the Lorentzian connection to preserve these ideals are examined. 

I. INTRODUCTION 

In 1962 Kahler investigated the relationship between a 
certain equation for differential forms and the Dirac equa­
tion. 1 He showed how certain solutions to this equation (the 
Kahler equation) corresponded to Dirac solutions to the 
hydrogen atom problem. Kahler's equation involves a sec­
tion of the exterior bundle over space-time (or inhomogen­
eous differential form) and such a field has 16 components. 
In Minkowski space the equation may be decoupled into 
four identical equations for certain four-component fields 
that correspond to spinors. Before assigning a physical inter­
pretation, if any, to the extra degrees of freedom in the 
Kahler equation it is important to know in which geometries 
the equation will decouple in this way. Graf 2 first empha­
sized that on a general Lorentzian manifold Kahler's equa­
tion does not admit spino rial solutions; indeed he gave a 
necessary condition for the existence of such solutions. How­
ever, the geometrical implications of his condition were not 
transparent and the question of classifying space-times in 
which it may be satisfied was not pursued. We shall here give 
such a geometrical interpretation and show how integrabi­
lity conditions restrict the algebraic type of the curvature 
tensor. In fact a parametrization of the most general Lorent­
zian metric in which this condition may be satisfied can be 
given. Despite the interest in determining when Grafs con­
dition may be satisfied we shall argue that this condition is 
not in fact strictly necessary for the Kahler equation to admit 
a spinorial solution and that a weaker condition will suffice, 
although we are unable to classify those geometries in which 
this weaker condition may be satisfied. 

II. THEORY 

Throughout this paper we shall work on a four-dimen­
sional Lorentzian manifoldM, with metricg. If d denotes the 
exterior derivative and * the Hodge dual then the Kahler 
equation for a neutral field is 

d¢ =m¢, (1) 

whered = d - *d *. Here¢ is a section of the exterior bundle 
(or inhomogeneous differential form). The space of differ­
ential forms may be made into a Clifford algebra with the 
product V defined by associativity and 

(2) 

for A a one-form and ¢ any element. The g-adjoint to A is the 
tangent vector A defined by 

g(A,B) = A(B), VBETpM. (3) 

The 1\ denotes the exterior product and i A is the interior 
derivative. From now on we shall omit the V, it being under­
stood that juxtapositioning of forms denotes their Clifford 
product. If V is the metric-compatible torsion-free Lorent­
zian connection then 

d = eaV X
a

' (4) 

where the coframe {eo} is dual to {Xa }. 

The real Clifford algebra associated with a four-dimen­
sional Lorentzian space is C 3.1 (lR), which is isomorphic to 
the algebra of all real matrices of order 4. The (four-dimen­
sional) minimal left ideals may form representation modules 
for the spin group. Elements of these ideals correspond to 
what are known in the physics literature as Majorana spin­
ors. If the identity in C 3.1 (R) is written as a sum of pairwise 
orthogonal primitive idempotents 

(5) 

then any element of the algebra, ¢ say, may be written as a 
vector-space sum of elements in nonintersecting minimal left 
ideals 

4 4 

¢ = I¢Pi = I¢i' (6) 
i= 1 i= 1 

In Minkowski space we may choose the Pi parallel, 
V XPi = O. Then if ¢ is any solution to (1) so are the ¢i' 
However, on an arbitrary Lorentzian manifold there are no 
parallel primitives, in fact later we shall give a parametriza­
tion of the most general metric that gives rise to a set of 
parallel primitives. In a general curved space we cannot 
solve ( 1) subject to the constraint that ¢ lie in some minimal 
left ideal, that is, ¢ = ¢P for some primitive P. Of course we 
could modify (1) so that it always had spinorial solutions. 
We may define a spin or covariant derivative Sx that pre­
serves minimal left ideals such that 

(7) 

with tf; = tf;P, corresponds to the curved space Majorana­
Dirac equation. 3,4 We wish here, however, to examine condi­
tions for spinorial solutions to (1). 

Grarz gave the condition that V x act as an endomor­
phism on the left ideal projected by P as 

(8) 

Of course we can choose a particular form of P and see what 
constraint (8) puts on the connection. However, it is not 
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clear that the failure of a particular P to satisfy (8) precludes 
the existence of another primitive (which must be related to 
Pbyan arbitrary inner automorphism) that does. Different 
primitives can project out the same ideal. For if P and P' are 
primitives such that P = PP' then if t/J = t/JP we have 
t/J = t/JP'. One can show that if Pand P' are related in this way 
then if either satisfies (8) so does the other as befits the fact 
that (8) is the condition that V x preserve the ideal. This 
freedom in the choice of primitive can be exploited by char­
acterizing every minimal left ideal by a primitive in a canoni­
cal form such that (8) has a clear geometrical interpretation. 
This is essentially equivalent to the correspondence between 
minimal left ideals of C 3,1 (R) and isotropic two-planes that 
we now describe. 

If an isotropic two-plane ~ has a basis {x,a}, where x is a 
null one-form orthogonal to the unit one-form a, then we 
may associate a minimal left ideal with ~ by defining 

I(~) = C3•t (R)x( 1 + a). (9) 

At first glance it might appear that the ideal depends on the 
choice of basis for ~ where&li in fact it only depends on the 
orientation of the basis. One can show that every minimal 
left ideal of C 3,1 (R) is associated with an oriented isotropic 
two-plane in this way.s For a given ~ every f/!EI(~) deter­
mines a~' with basis {x',a'} by 

x'.p = 0, a'.p =.p. (10) 

The spinor.p is said to represent ~' (with respect to ~). Two 
spinors in the same ideal, .p and .p', represent the same plane 
if and only if.p' = /.p for some function/s The condition that 
V x preserve some minimal left ideal can now be stated in the 
following way. 

Theorem: The following are equivalent. 
(I) V x is an endomorphism on some minimal left ideal, 

I(~) say. 
(II) V x is an endomorphism on the isotropic two-plane 

(III) Sx is an endomorphism on the space of represen­
tative spinors for ~. 

Suppose that (II) is true. Then by metricity we must 
have 

V xX = A xX, V xa = P. xX, V X, ( 11 ) 

where the functions A x and P.x depend linearly on X. Then 

V xI(~) = V XC3,I (R)x( 1 + a) + C3•t (R)AxX( 1 + a), 

since x is null and hence x2 = O. 
So 

V xI(~) = {V XC3.1 (R) + AX C 3,1 (R)}x(1 + a) 

and VxI(~)CI(~). 
Thus (II) => (I). 
Let .p represent .I. with respect to some arbitrary plane 

then 

x.p = 0, a.p =.p. (12) 

Differentiating this with Sx and using (11) gives 

xSx.p = 0, aSx.p = Sx.p. (13) 

Thus S x.p represents~, and since the space of representative 
spinors is one dimensional we must have 
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SX.p=A;.p, (14) 

and (II) => (III). 
Suppose now that (III) is true. Then differentiating 

(12) gives 

(15) 

Anyone-form that annihilates .p by left multiplication must 
be proportional to x. That is, (15) implies (11) and so 
(III) => (II). We have already shown that (II) => (I) and so 
(III) => (I). 
, If (I) is true then we must have 

V x{x(1 + a)} = Bxx(1 + a), 

for some elementB x. Since V x preserves the degree offorms 
the right-hand side of this expression is a sum of a one-form 
and a two-form. SoB x can always be taken to be a zero-form. 
(If this seems unreasonable then write B in a standard ba­
sis.) Thus if (I) is true we must have 

Vxx =AxX and Vx(xa') = Axxa, 

i.e., 

xVxa=O or Vxa=p.xx. 

So (I) => (II) and hence (I) => (III). 
A theorem due to WalkezP gives a parametrization for 

the most general metric such that (II), and hence (I), is 
true. In a chart {u,v,y,z} we may take the orthonormal co­
frames to be 

eO = e f dv + e- f du, el = e- f du, 

e2 = A dy + F dv, e3 = B dz + G dv, 
(16) 

withA and F functions ofy and v, B and G functions of z and 
v, and/an arbitrary function. The recurrent null one-form 
whose direction is preserved by the connection isdv. Given a 
metric it is not clear whether or not it can be parametrized as 
in ( 16) and so it is useful to look at the algebraic conditions 
on the curvature that are integrability conditions for (II). If 
{x,a} is a basis for the preserved isotropic plane.I. then it is 
convenient to choose a coframe {x,a,y,b}, wherey is a null 
one-form orthogonal to a such that xy + yx = 1. The one­
form b is of unit norm and orthogonal to the other basis 
vectors. If the connection preserves .I. then we must have 

Vxx = AxX, Vxa =p.xx, 

V xb = axx, V xY = AxY - ~p.xa - !axb. 
(17) 

The complex structure given by the Hodge map enables 
A2(M), the space of two-forms, to be complexified. The 
anti-double-dual part of the curvature tensor can then be 
regarded as a self-adjoint operator, with respect to a complex 
Euclidean inner product, on this complex three-dimensional 
space. The Jordan canonical form of this operator gives the 
Petrov classification.7 The decomposable null two-form ax 
is an eigenvector of the curvature with vanishing eigenvalue. 
This makes the anti-self-dual curvature, R -, algebraically 
special. The first possibility is that R could vanish. Type D 
is possible if the curvature scalar is not zero, where type III is 
possible only ifit is. The general type II possibility reduces to 
type N if the curvature scalar is zero. The recurrent null 
vector forms one of the principal null directions. 

The algebraic classification of the curvature is complet-
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ed by determining the eigenvectors of the Ricci tensor re­
garded as an endomorphism on A I (M). When (17) is satis­
fied the eigenvalues are the curvature scalar and zero. The 
recurrent null one-from x is an eigenvector with the curva­
ture scalar as eigenvalue. The number of independent eigen­
vectors for each eigenvalue depends on the parameters in the 
metric (16). 

In the spaces we have discussed one can look for solu­
tions to (1) subject to the constraint that the field lie in a 
minimal left ideal. We are not, however, guaranteed the exis­
tence of a set of idempotents that are parallel as in (5) and so 
cannot project an arbitrary solution to (1) into spinorial 
solutions. If we have a complete set of pairwise orthogonal 
parallel primitive idempotents then the connection preserves 
four nonintersecting minimal left ideals. In fact this latter 
condition is equivalent to the former. For if 

4 

1= I Pi 
;=1 

and V x preserves the ideals projected by the P; then 
};; ~ I V xP; = O. If each term lies in one of the nonintersect­
ing ideals then the sum can vanish ony if the terms vanish 
separately. If the algebra is a direct vector space sum of mini­
mal left ideals, 

4 

C3•1 (R) = I I(};;), (18) 
i=1 

then the };; cannot all contain the same null one-form, for 
there is no null one-form that annihilates every element of 
the algebra by multiplication from the right. If };l' say, is 
spanned by {x,a} then if y is in };2 such that y and x are 
linearly independent then we can scale y such that 
xy + yx = 1. Then since V x preserves }; I we must have 
(17), but if V x also preserves};2 theny is recurrent and thus 
we must have 

V xX = A xx, V xy = - A xY, 

V xa = 0, V xb = O. 
(19) 

As well as being necessary, Eqs. (19) are by inspection suffi­
cient for V x to preserve a set of nonintersecting minimal left 
ideals. When (19) is satisfied Walker's theorem6 ensures 
that the metric can be cast in the form8 

g =/2(dx ®dx - dt®dt) + dy®dy + dz®dz, (20) 

where/is a function of x and t. Such spaces are generically 
Petrov type D, and the only one that does not violate the 
dominant energy condition is flat space. 

We have completely determined the spaces in which the 
connection acts as an endomorphism on some minimal left 
ideal. However, one should not conclude, as Graf 2 did, that 
such a geometry is necessary for the existence of a solution to 
the Kahler equation that lies in a minimal left ideal. For let 
t/lEl(};) such that 
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(21) 

Then there will be a null one-form that annihilates t/l by left 
multiplication. Generically this will not be x and we may 
choose it asyso thatxy + yx = l. If the coframe {x,y,a,b} is 
dual to the frame {X,Y,A,B} then 

tit/lx = ti (t/lx) - xt/lV xX - yt/lV yX - at/lV A x - bt/lV BX. 

Ifwe use (21) andyt/l = 0 then 

tlt/lx = - xt/lV xX - at/lV A x - bt/lV BX. 

Similarly 

tit/la = tlt/l - xt/lV xX - at/lV AX - bt/lV BX. 

Thus if t/lEl(};) is a representative for a two-plane containing 
the null one-formy then tlt/l will be in I(};) if and only if}; is 
preserved under covariant differentiation with respect to 
vectors in the tangent three-plane determined by y. That is, 
we need 

VvX=AvX, Vva=f.Lvx, VV: y(V) =0. (22) 

The fact that tit/l lies in the same ideal as t/l does not, of course, 
mean that we necessarily have a solution to (1). However, 
for the specific example of a gravitational plane wave we can 
find solutions to (1) that lie in an ideal characterized by a 
plane that satisfies (22), but not (17). (In this case there is 
in addition a different two-plane that is preserved by V x for 
all X. ) We cannot infer from (22) any restriction on the alge­
braic type of the curvature; indeed we have been unable to 
classify those spaces in which it can be satisfied. 

III. COMMENTS 

In this paper we have been concerned solely with mini­
mal left ideals. Nonminimal ideals are also of interest. It is 
possible to put those nonminimal ideals of C3,l (R) that are 
projected out by primitives in the even subalgebra into corre­
spondence with Dirac bispinors. 3 Such ideals are associated 
with null one-forms (rather than isotropic two-planes) and 
the methods of this paper are readily applied to the classifica­
tion of geometries in which the connection preserves these 
ideals. 
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It is proved that the algebra of the KdV -invariant polynomial functionals on the space of C 00 

functions on the one-dimensional torus is isomorphic to the polynomial algebra of the infinite 
number of the conserved quantities found by Miura, Gardner, and Kruskal [J. Math. Phys. 9, 
1204 (1968)]. As a corollary, it is shown that the algebra of the isospectral polynomial 
functionals of the Hill's operator also coincides with this algebra. 

I. INTRODUCTION 

It has been a while since the Korteweg-de Vries equa­
tion 

U, = UUx + Uxxx 

was recognized as a completely integrable Hamiltonian sys­
tem, for example, on the space of C 00 functions on the one­
dimensional torus T I. A complete set of its first integrals or 
invariants is provided 1 by the eigenvalues {AI [u]} of the 
Hill's operator - d 2/dx2 + u(x), which are, however, 
highly transcendental functionals of u. 

An infinite set of invariants {il [u]} which are elemen­
tary functionals ofu can be constructed through the asymp­
totic expansion 

.J41rt LexP( -A, [u]t)-1 + f i,[u]t ' (t~0). 
; ;=1 

In fact i , [u] is the integral of a local conserved density 
II [u). Although the II [u] 's are known to exhaust the space 
of equivalence classes of the local conserved densities,2 it is 
likely that these elementary invariants have less information 
than AI [u) 's and do not form a complete set of invariants of 
the KdV flow on the space of COO functions on T 1. Note, 
however, that II [u] 's do have the same amount of informa­
tion as AI [u)'s on the space of the real analytic functions on 
TI (Ref. 3). 

In this paper, we take up the problem of whet he! or not 
there are other "elementary" invariants other than II [u] 'so 

The functionals we consider as elementary are such 
K[u)'s as are expressible as 

K[u] = L ( Kn (xl,···,xn )u(x l )·· 'u(xn )dx l " 'dxn , 
n JT" 

whereKn is a distribution on Tn and only a finite number of 
Kn's are nonzero. These will be called polynomial function­
als. The space of the polynomial functionals is strictly larger 
than the space multiplicatively generated by those with local 
densities, since it includes those expressed as iterated inte­
grals of local densities. 

Our main result asserts that the functionals expressed as 
polynomials of i , [u] 's are the only invariants that are poly­
nomial functionals. 

Our proof of this is rather involved due mainly to the 
simple topological fact that for k>3 the space 
{(XI, ... ,xk )eTk; XI =l=Xj (i=l=j)} is not connected. This fact 

gives rise to the possibility of the existence of first integrals 
expressible as iterated integrals of local conserved densities, 
which we were able to eliminate only after a detailed analysis 
of the local conserved densities of the KdV equation. 

It seems to be an interesting problem to find a simpler 
proof, which admits us to infer whether other soliton equa­
tions have the same property or not. 

For the evolution equations of space dimension greater 
than 1, it seems probable that the similar result can be rather 
easily established because the space {(xl, ... ,Xk)eMk; 
XI =l=Xj (i=l=j)} is connected for each k when dimM>2. 

In Sec. II, we give basic definitions and state the main 
result (Theorem 2.3). The rest of the paper is devoted to its 
proof. 

We start it first by describing the space of polynomial 
functionals by differential polynomials in Sec. III applying 
the idea of Gcl'fand et al.4 In Sec. IV, the derivation on the 
space of polynomial functionals corresponding to the KdV 
flow is expressed in terms of a derivation on the algebra of 
differential polynomials. The outline of the proof of the main 
result is exposed in Sec. V. Sections VI and VIII prove the 
key lemmas used in Sec. V and Sec. VII proves the algebraic 
independence of diagonal functionals. 

In Sec. IX, we give several remarks and raise a few relat­
ed problems. 

We collected in the appendices certain facts and techni­
cal arguments in order to make it easier to see the main flow 
of the proof of the main result. 

In Appendix A, we recall the structure theorem of dis­
tributions, with which we prove the propositions of Sec. VI. 
In Appendix B, we give basic definitions about differential 
polynomials and recall some of the basic facts in the theory 
of formal calculus of variation. S Appendix C recalls the re­
sult on the existence of an infinite number of independent 
conserved densities6 and derives from it various conse­
quences, which play crucial roles in various parts of our 
proof of the main result. 

See Table I for a list of symbols used in the paper. 

II. STATEMENTS OF THE MAIN RESULTS 

A. Polynomial functlonals 

Let T = R/Z be the one-dimensional torus and F( T) 
the space of all the real valued C 00 functions on T, which we 

1886 J. Math. Phys. 28 (8), August 1987 0022-2488/87/081886-15$02.50 @ 1987 American Institute of Physics 1886 



                                                                                                                                    

TABLE I. List of symbols. 

A: 

.4, A i, An' A (d), etc.: 

d: 

d,: 

9'(X,Y): 

A: 

I,: 

I,: 

{n,d}: 

9'(F(T)): 

R: 

s: 

T: 

T,: 

T,j: 
Tn(k): 

X,: 

Z: 

the algebra of differential polynomials (Appendix B I) 

the subspaces of A defined in Appendix B 1 

the x derivation of A (Appendix B 1) 

the derivation of A corresponding to the KdV flow (Appendix C 1) 

the space of distributions on X with the supports in Y 

the variational operator A ~A (Appendix B 2) 

the endomorphism of A, the kernel of which is isomorphic to the space of the equivalence classes oflocal 
conserved densities of the KdV equation (Appendix C 1) 

a twisted version of A (Appendix C 4) 

the space of real valued C ~ functions on T 

the Gelfand-Fuks filtration on 9' (F( T)) (Sec. III B) 

the local conserved density of the KdV equation determined by Theorem C.7 

the local conserved quantity of the KdV equation, which is the integral of I, 

the complex associated to the KdV equation (Appendix C 1) 

the algebra of polynomial functionals on F( T) (Sec. II A) 

the field of real numbers 

the symmetrization operator (Sec. III A) 

the permutation group 

the one-dimensional torus R/Z 

= oJ, (Appendix C 2) 

= ou (- Ii~ + IJX,) (Appendix C 3) 
= {(xj, ... ,xn )ETn; # {x" ... ,xn} <k} 

the flux for Ii determined by Theorem C.7 

the derivation of A corresponding to the evolutionary equation u, = K (Appendix B 3) 

the map 9'( Tk) ®.4 ®k~Fk 9'(F( T)) defined in Sec. III C 

the ring of integers 

the set of non-negative integers 

All the vector spaces and all the tensor products are over R. For a group G and a G module V, the space of all the G-invariant elements is denoted by V G
. 

identify with the periodic real valued C 00 functions on R 
with period 1. 

We call a real-valued functional u,......K[u] on F(T) a 
polynomial functional if for uEF( T), 

00 

K[u] = Ko + L (Kn,u®n), (1) 
n=l 

whereKoER, Tn = Rn/zn,KnE~'(yn) = {distributions on 
Tn}, U ®n = U ® ... ® u (n times) is the C 00 function on Tn 
defined by u .. n(xl, ... ,xn ) = u(x l )·· 'u(xn ), andKn = o ex-
cept for finite n's. 

Example 2.1: The following are some examples of poly­
nomial functionals: 

KI[u]: = u(xo), 

Kz[u]: = D(n) = [eZ1TinXu(X) dx, 

K 3 [u]:= [U(X)u'(x)ZdX, 

K4 [u]: = L u(x)u(x + xo) dx, 
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K5 [u]:= f fl[u](xI)"'fn[u](xn)dxI"'dxn , 
Jo<x'<' .. ,Xn<l 

where xoET, J; = J; (uo,u I"") are differential polynomials 
(cf. Appendix A) and J; [u] denotes the function made by 
the substitutions: Ui = dif /dXi. 

The space of all the polynomial functionals is denoted 
by f!!1 (F( T»), which is a commutative algebra by the multi­
plication: 

KIKz[u]: =KI[u]Kz[u], uEF(T), 

for K I .KzEf!!1 (F( T»). 
A polynomial functional K is called diagonal or local if 

supp Kn isin the diagonal of Tn. Forexample,KI,Kz,K3 , and 
K5 with n = 1 are diagonal. 

B. Spectral invariant functionals for the Hill operator 

For uEF( T), we denote the spectrum of the Hill opera­
tor Lu: = - dZ/dxz + u by 

Spec(u) = {A,o <AI <Az < . " <AZi _ I <AZi < ... } . 

A real-valued functional K on F( T) is called spectral invar-
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iant if Spec(u) = Spec(v) implies K[u] =K[v] for 
u,veF( T). We denote by &' spec (F( T») the subalgebra of 
&' (F( T») consisting of all the spectral-invariant polynomial 
functionals. 

Example/: For ueF(T) with Spec(u) = {A;l, the fol­
lowing asymptotic expansion holds for t ',. 0: 

L exp( - A;t) - (41Tt) -1/2(1 + L ii [u]t i) . 
Dl DI 

Moreover a universal differential polynomial Ii exists such 
that 

ii [u] = f Ii [u] (x)dx. 

Obviously the ii'S are spectral invariant functionals, which 
are also polynomial and diagonal. Note that the differential 
polynomials Ii are not determined uniquely. We shall choose 
canonical ones by Theorem C. 7. 

C. KdV·lnvarlant functlonals 

A functional K is called invariant under the KdV flow, 
or KdV invariant for short, if K[ u ( .,t) ] is independent of t 
whenever u(x,t) is a solution of the Korteweg-de Vries 
equation: 

au = 3u ~ _..l a 3U . 
at ax 2 ax3 

(2) 

We denote by &' KdV (F( T») the subalgebra of &' (F( T») con­
sisting of all the KdV-invariant polynomial functionals. 

The Lax representation of (2), 

~L = [2£.-~(U~+~u) L ] 
dt u dx3 2 dx dx ' U , 

implies the following proposition. 
Proposition 2.2: The spectral-invariant functionals are 

KdV invariant: &' spec (F( T») C &' KdV (F( T»). 

D. Main theorem 

Theorem 2.3: The algebra of the KdV-invariant polyno­
mial functionals coincides with that of the spectral-invariant 
ones and is isomorphic to the polynomial algebra generated 
by ii'S: 

&' spec(F(T») = &'KdV(F(T»)S!fR[ilj2'···] . 

This is an immediate consequence of Proposition 2.2 
and the following theorem. 

Theorem 2.4: The functionals ii are algebraically inde­
pendent and generate the algebra of the KdV -invariant poly­
nomial functionals. 

We remark that the algebraic independence of the i;,s 
has been already proved by Sunada.7 

Remark: Our results imply that if a functional of iterat­
ed integral type such as Ks in example 2.1 is spectral invar­
iant, then there exists a unique polynomial F(il, ... j N) with 
some N such that 

Ks[u] = F(il[u], .. ·jN[U)), ueF(T). 

For example, Sunada 7 obtains such spectral invariants 
A 7 [u] as the coefficients in an asymptotic expansion: 
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E dx L exp( - t f u(x + n-r + rt m( 1"»)d1") dll(m) 

-1 +A Hu]t +A ~ [u]t 2 + ... (1',.0), 

where !l is the space of all the continuous functions m: 
[0,1] --+ R with m (0) = m ( 1) and Il is the Wiener's measure 
on !l. Our results imply that we can find polynomials 
H?ER[ilj2' ... ] such that 

A ?[u] =H7(iI[U]j2[U], ... ), ueF(T). 

This is a weaker version of the Sunada's result, which gives 
much more precise information about the polynomials H~. 

III. DESCRIPTION OF POLYNOMIAL FUNCTIONALS 

Using a filtration similar to the one introduced by Gel­
fand et al.4 in the computation of the continuous cohomo­
logy of the Lie algebra of vector fields, we describe the alge­
bra of the polynomial functionals in terms of differential 
polynomials. 

A.ldentlflcatlon of &'(F(n) with the symmetric algebra 
of ~'(T) 

A polynomial function on a vector space can be identi­
fied with an element of the symmetric algebra of its dual 
space. Analogously a polynomial functional K given by ( 1) 

can be identified with the sequence (Kn)n =0.1.2 .... ' whereKn 

is a symmetric distribution on Tn, i.e.,K ~ = Kn for allsE6n , 

where (K~,f): = (Kn:.n (/eF(Tn») with 

'/(xl,···,xn ) = I(xsl ,···,xsn) . 

Hereafter we make the following identification: 

9(F(T») = ; ~'(Tn)6n, 
n=O 

where ~' (T n) 6 n denotes the space of the symmetric distri­
butions on Tn. 

Note that for KE~' (Tn), 

(K,u'U) = (S(K),u .. n) (ueF(T», 

where S(K) denotes the symmetrization of K: 

S(K) =..l L K S
• 

n! SEGn 

B. Gelfand-Fuks filtration on &'(F(n) 

For a subset X of Tn, denote by ~' ( Tn ,x) the subspace 
of fP' ( Tn) consisting of all. the distributions on Tn with 
supports in X. Define 

Tn(k): = {(xl,. .. ,xn )ETn; #{xl, ... ,xn}..;;k}, 

where # A stands for the number of the elements of a set A. 
Then ~'(Tn,Tn(k») (k = 1,2, ... ,n) is an 6 n -invariant sub­
space of ~'(Tn). WedefineF°&'(F(T») = R and 

Fk&,(F(T») = E9 ~'(Tn,Tn(k»), for k:;;.l . 
n>k 

Thisisanincreasingfiltration:FoCF I CF2 C ... , which is 
multiplicative, i.e., FPFqCFp+q. Note that F I 9(F(T») is 

Toru Tsujishita 1888 



                                                                                                                                    

exactly the space of the diagonal polynomial functionals. 
Note also, for example, that K4EFl \Fj and KsEFn \Fn _ 1 

[cf. Example (2.1) ] . 

C. Description of F k/F k
-

1 

Let A be the algebra of differential polynomials of u (cf. 
Appendix B 1), and denote by A the subspace of A consisting 
of all the elements with the zero constant terms: A: = {fEA; 
f( 0) = O}. Denote by A ® k the tensor product of k copies of 
A over R. 

Define 

,i'k: §'(Tk ) ®A ®k __ &(F(T») 

by 

ik (w®fj ® ... ®fd [u] = <W,JI(U] ® ... ® h [uD, 

where wEfiJ'(T k
), /,EA, and uEF(T). This induces 

Xk: [&1'( Tk) ®A ®k rSk--.Fk &(F(T») , 

wheresE@ikactson (Tk)®A®kby 

s(w®f, ® ... ®fk) = WS®/'I ® ... ®/'k 

(t=S~I). 

Then we have the following proposition. 
Proposition 3. i: X k is surjective. 
This will be proved in Appendix A using the structure 

theorems of distributions. 
Now we describe X k- lFk _ 1 • 

Define endomorphisms dj (i l, ... ,k) of &1'(T k
) 

®A ®kby 

a di : = - ® 1 + 1 ® (l ® ... ® 1 ® d ® 1 ® ... ® 1) , 
ax; 

d being on the ith factor. Then we have the following propo­
sition. 

Proposition 3.2: Xk- I(Fk I f!lJ(F( T»)) is spanned by 

Ctl 1m di)n (fiJ' (Tk) ®A @k ]®k 

and 

[fiJ'(T\Tk(k l»)®A",k]"'k. 

This will be also proved in Appendix A. 

IV. THE KdV DERIVATION Dt ON P(F(T» 

We introduce a derivation D, on f!lJ (F( T»), which is in 
fact the infinitesimal generator of the KdV flow on F( T) and 
Ker D, = f!lJ KdV (F( T) ) holds. In Sec. IV C, we find an oper­
ator which corresponds to D, in the description of Sec. III C. 

From now on, we rescale (x,t,u) to ( - x,2t, - 3u/2), 
so that the Korteweg-de Vries equation takes the simple 
form 

!!.!!.... = u !!.!!.... + a 3U 
• (3 ) 

at ax ax3 

Observe that the validity of Theorem 2.4 does not change by 
this rescaling. 

A. The infinitesimal generator of the KdV flow 

To the KdV flow on F( T) corresponds the derivation D, 
on f!lJ (F( T) ) characterized by 
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d 
-K(u(·,t)l = (D,K)(uC·,t)] 
dt 

(4) 

for KEf!lJ(F( T») and all the solutions u(x,t)of (3). 

It is easy to see that this derivation can be expressed for 
KEfiJ' (TnySn as 

D,K=Ln +Ln+l , 

where 

L" = - ns( a: Kn (Xj""'Xn») ' 
aXn 

Ln + I = nS(Kn (xj" .. ,xn )8'(xn Xn + j »). 

Here 8 (x - y) Eg;' ( T 2) denotes the delta functional defined 
by 

and 

(8(x - y),J) = i.fCx,X) dx, fEF(T2) , 

8'(x _ y) = a8Cx - y) 
ax 

- a8(x - y) 

Jy 

B. Solvability of the Cauchy problem for the KdV 
equation 

We recall the following theorem. 
Theorem 4.13

: For every uoEF(T), a unique solution 
uEF( T X R) of the KdV equation exists and satisfies 
u(x,O) = uo(x). 

This implies the following proposition. 
PropOSition 4.2: f!lJ KdV (F( T») = Ker Dr. 
Proof Obviously D,K = 0 implies that K is KdV invar­

iant by virtue of ( 4). 
Conversely, let K be a KdV -invariant polynomial func­

tional. For uoEF( T), let uEF( T X R) be the solution of the 
KdVequation with u(x,O) = uo(x). Then by (4), 

DtK[uoJ = !!..K [u(-,t) 1 =0. 
dt 

Hence DtK O. Q.E.D. 
We note that the proof needs only solutions on 

T X ( c,c) with small positive c. 
We remark that we may as well define the notion of 

KdV invariance of a polynomial functional K by the techni­
cal condition D,K = 0, which makes it unnecessary to rely 
on the above deep result. 

C. Description of Dt in terms of differential polynomials 

Define a derivation d t of A by d, = Xuu , + u, (cf. Appen­
dix B 3), i.e., 

c/O. a 
d,:= I d'(UU 1 +U3)-, 

i=O aUi 

andendomorphismsdt,i (i= 1, ... ,k) of&1'(T k
) ® A @Kby 

d,,i: = 1 ® ... ®dt ® ... ® 1, 

d, being in the fth place, and let 

Cit: =dt,l + ... +d"k' 

Then the following proposition holds. 
Proposition 4.3: D,oXk = XkoCi, . 
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Proof: For leA and a solution u of (3) we have obvious-
ly 

aJ[u] = (drf) [u] . 
at 

Using this, we have for K ®fl ® ••• ® fkeIP' (Tk) ®A .. k 

.!!... U'k (K ® II ® ••• ® Ik) [u]l 
dt 

= .!!...(K,JI[u] ® ... ® fdu]} 
dt 

= ± (K,JI[U) ® ... ® a/; [u] ® .. , ® fd U]) 
i=1 at 

=Xk(K®dt(/I®"'®lk»)[u] . 

Hence, by Theorem 4.1, DtOXk =Xkod" from which the 
proposition follows immediately. Q.E.D. 

v. PROOF OF THE MAIN THEOREM 2.4 

The algebraic independence follows from a general 
Theorem 7.1. So we prove in this section, 
9 KdV (F( T») = 9 0' where 9 0 denotes the subalgebra gen­
erated by ii's. 

Let Ke9 KdV (F( T»). Let k be the integer satisfying 

KeF k9(F(T)j\Fk- I 9(F( T») . 

We may suppose k> 1. We shall show that 

KeF k"': I 9(F(T») + 9 0 , 

Then by the induction on k it follows that Ke9 o' 

First by Proposition 3.1, K can be expressed as 

K=Xk(J) 

for some Je[IP'(T k) ®A .. k rs,. ApplyingDt to both sides, 
we obtain by Propositions 4.2 and 4.3 

XddtJ) =0. 

Then Proposition 3.2 implies 
k 

dtJeI. Imdj +IP'(T\Tk(k-l»)®A .. k. (5) 
i=1 

For each positive integer i, fix Ii and X/eA, which satis­
fies the conditions of Theorem C. 7. Denote by e the sub­
space of A spanned by {Ii; i = 1,2,3, .. .}. 

Define a subset To of T k by 

To: = {( [xd, ... ,[xd); XI <X2<'" <Xk <XI + 1}, 

where [x]eR/Z denotes the class represented by xeR. Then 
obviously To is a connected component of Tk \ Tk(k - 1). 
Let Hbe its characteristic function, i.e., His 1 on To and Oon 
Tk \ To, which we regard as a distribution on Tk. 

For LeA .. k define 

Hence we have 

JL :=.!.}' s[H®L]e[IP'(Tk)®Aek]iS,. 
k! .:t, 

Denote by 8k the cyclic subgroup of @ik generated by the 
cyclic permutation (12" ·k). 

Lemma 5.1: If an element Jof[IP'(T k) ®A .. k]iS'sat_ 

isfies (5), then anLe[e .. k 18k exists such that 

Xk (J - JL )eFk- 1 9(F(T»). 

This is, in fact, one of the two key points in our proof of 
the main theorem and will be proved in Sec. VI. 

When k<.2, we have JL = 1 ®L because 
Tk \Tk(k - 1) is connected. Hence we have 
modFk- J 9(F(T»), 

K=Xk (l ®L)e9o , 

which we wanted to show. 
Suppose now k>3. 
We have proved that an Le [ e .. k ] 8, exists that satisfies 

K - Xk (JL )eFk- 1 9(F(T»). 

Then by Proposition 3.1 we have an Ne[IP'(T k- 1) 

®A .. (k - I) ]15,_1 satisfying 

K=Xk(JL ) +Xk-l(N). 

Applying Dt , we obtain 

DtXk (JL ) + Xk-l (dtN) = O. 

Now we calculate DtXk (JL ). Define 

by 

a(li, ® ... ®Ii,) 

=S(ik,iJ ) ®Iiz ® ... ®Ii, 

k-l 
+ I. Ii, ® ... ®I~_I ®S(ij,iJ+ 1) 

j= J 

®I. ® ... ®/. . 
')+2 'k 

(6) 

Here S(i,j): = - Ii~ + IjXi. Then we have the following 
lemma. 

Lemma: For Lee" \ 

DtXk(Jd =Xk-I(JaL )· 

Proof: For the sake of simplicity, we prove this when 
k = 3. LetL = Z(la ®Ib ®Ic )' Then, for ueF(T), 

(x~d [u] = f dx iX+ J dy iX+ J dz 

Xla [u](x)Ib [u] (y)Ic [u](z) . 

Let /; = Ij[u] andgi = Xi [u] (i = a,b,c) for brevity. Since 
dtlj = dXj, we have 

(d,Ii)[U] = (dXi)[u] =g; . 

11 lX+ J f.X+ 1 + 0 Ia(x) dx x fi,(y) dy
y 

g;(z) dz. 
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The first term is 

L dx {[ga (x) lX+ Jib (y) dy iX+ J Ic (Z) dZ)' + ga (x)};, (x) f+ Ilc (z) dz - ga (x) lX+ lib (y) dylc(x + 1)} 
= L ga (x)};, (x) dx lx+ Ilc (y) dy - L ga (X)!c (x) dx f+ I};, (y) dy. 

The second is 

il fX + I { a [ IX + I] } 
o Ia(x)dx 1x dy ay gb(y) y Ic(z) dz +gb(y)!c(y) 

= - LIa(X)gb(X) f+1!c(y)dY + LIa(X)dX f+lgb(y)!c(y)dY. 

The third is 

LIa(X)gc(X) f+llb(y)dY- LIa(X)dX lx+llb(y)gc(y)dy . 

Hence we have 

By this lemma, (6) implies 

Xk I (JaL +d(N) =0. (7) 

Lemma 5.2: If an LE [ C ® k 1 ih satisfies (7) for an 
NE[&J'( Tk I) ®A ® (k - I) 16k 

" then Lis @5k invariant. 
The proof of this is the most involved and will be given in 

Sec. VIII. 
This lemma implies that LE [ C ® k ] 6" whence 

JL = 1 ®L. It follows then that mod F k
-

I &(F(T») 

KEb (1 ®L)E& o. 

This completes the proof of the main Theorem 2.4. 

VI. PROOF OF LEMMA 5.1 

We use the notations of Appendix B 4 with 
M=&J'(T k) and aj =alaxj • Further, we define 
Aj : = DK,j + XK,j with K = UU I + U3' 

Applying 0 to the both sides of (5), we obtain 

(AI + ... + Ak )oJE&J'(T\Tk(k - 1)) ®A ®k (8) 

because of Lemmas B,4 and B,5 and Corollary B,6. 
Denote by r the restriction map from &J' ( T k) ® A ® k to 

&J'(Tk,\Tk(k-l))®A ®k. Then from (8) it follows 

(A; + ... + Ak )r(oJ) = 0, (9) 

where A; (i = 1, ... ,k) is the endomorphism of 
fiJ'(T k '\Tk(k - 1)) ®A ",k denoted by Ai in Appendix B 4 
for M = &J'(Tk '\Tk(k - 1)) and aj a laxj • 

Now we solve Eq. (9). 
Let Ti be the variational derivative of Ii: Ti = OJi (cf. 

Appendix B 2 for the definition of ou)' Denote by oC the 
subspace of A spanned by the T;'s (i= 1,2,3, ... ), and by 
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Q.E.D. 

LC(X), the space of locally constant real valued functions 
on a topological space X. Then the following lemma holds. 

Lemma 6.1: 

Ker(A; + ... +A,,) =LC(Tk'\Tk(k l))®(OC)"k. 

Proof We apply Lemma C.14 to M=fiJ'(T k ,\ 
Tk(k - 1») ®A ®(k-l) ® R with a = a laxk and 
G=A; + ... +Ak_ l . Then we obtain 

Ker(A; + ... + Ak) 

= (Ker(a~k) n Ker(A; + ... + A"_l »)®OC. 

By induction, we obtain 

Ker(A; + ... + Ak) 

= ( Ker(a~ I) n··· n Ker( a~ k )) ® (8C) ® k • 

Hence we have 
Q.E.D. 

r(8J) = I. He ®o(Le), 
e 

where c ranges over the set of connected components of 
T k '\ T k (k - 1), He is the characteristic function of c, and 
LeEC. Since J is @5k symmetric, we have 

8Lsc oLe 

for all c and sE@5k • Hence letting L: = LT", we have 

r8(J Jd =0, 

which means 

8(J - J L )E&J'(Tk,Tk(k - 1») ®A ®k. 

It follows then by Lemma B,4 that 
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k _ 

J-JLer Imdj +~'(Tk,Tk(k-l))®A _k, 
;=1 

whence by Proposition 3.2 

Xk (J -JL )eFk _ 1 &'(F(n). 

Finally we note that L is Ek invariant. In fact the Ek 
invariance of To implies that, for SeEk' 

~(L-sL)=O, 

whence L = sL because of Lemma B. 7. This completes the 
proof of Lemma 5.1. 

VII. ALGEBRAIC INDEPENDENCE 

We prove in this section the following theorem. 
Theorem 7.1: Let {KI, ... ,Km} be a linearly independent 

subset of A: = X I (R ® A) CF I flJ (F( n). Then they are alge­
braically independent in the algebra flJ (F( n ). 

Proof: It suffices to show the injectivity ofthe map 

a: ; [:4 ek ]csk -+ &,(F( n) 
k=O 

induced by the multiplication. Moreover we have only to 
show for each k the injectivity of the map 

ak: [:4 _k ]csk-+Fk&'(F(n)IFk-I&'(F(n) 

induced from a, since 

a( [:4 ek]csk
) CFk&'(F(n). 

Suppose a* is not injective, i.e., 

a(g)eFk-I&,(F(n) , 

for some ge[:4_ k ]CSk • Choose ge[Q_k]CSk such that 
g = Xk (1 ®g), where Q is a complement oflm d inA; Then 
by Proposition 3.2, 

_ k 

1 ®ge[~'(Tk,Tk(k - 1)) ®A _k ]csk + r 1m dl • 

;=1 

Let To be a connected component of Tk" Tk(k - I). Then 
on To we have 

k 

I®ger Imd;. 
1=1 

Now we use the results of Appendix B 4 with 
M = ~' (To), aj = a laxj • Then we have 

~(1®g) =0. 

But this implies ~'g = 0, where~' denotes the ~ of Appendix 
B 4 with M = R and aj = O. By Lemma B.7, we have g = 0, 
whence g = 0, establishing the injectivity of ak • Q.E.D. 

VIII. PROOF OF LEMMA 5.2 

By virtue of Proposition 3.2, it suffices to prove the fol­
lowing. LetZ= 1/(k-l)'~"Elh_1 s. 

Lemma 8.1: Let k>3. Suppose an 

L = ~ a ,I, ® ••• ® I, e[C _k ]8k 
~ i,""k " Ik 

satisfies 
k-I 

ZeaL) = L d;Nj + dtN on To, 
1=1 

(10) 
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where To is a component of Tk-I"Tk-l(k - 2) and Ni' 
Ne~'(To) ®A 8(k-l). Then Le[C 18k ]csk

• 

Proof Since L is Ek invariant, we have 
k k-I 

Z(aL)=-k 1 r ajl",jklj,®"'®I~_1 
- j=1 

®S(iJ"ij + I) ®Ij ® ••• ®I; . 
1+ 2 • 

We use the notations of Appendix B 4 with M = ~'(To) 
and a; = a laxj • Let I1j = DK,i + XK,j with K = UU I + U:f­

Applying ~ to (10) we obtain 
k-I 
~ a;" 'j. T; ® ... ® Tj ® T/i ® ... ® T; 
~ J I ~-l J'l+ J k 

j=1 

=(I1I +"'+l1k _ I )P, (11) 

where Tij: = ~(S(i,j»)eA, P= kl(k -1)~N. 
Sublemma 8.2: Let k> 1. The elements 

{T, ® ... ® T, ® T., ® ... ® T. . 
" 'i - I'I} + 1 'k + I ' 

1 <.j<.k , iaeZ+ , ij <ij+ I} 

are linearly independent in ~'(To) ®A _k mod Im(111 + ... + 11k ), 

By this, (11) implies 

for all i,j,i3, ... ,ik • Since aj""j. is cyclic with respect to the 
suffixes, it follows that a j" ,,;. is actually symmetric, whence 
Le[Cek]csk• 

Thus it remains to prove Sublemma 8.2. 
Let k = 1. Suppose 

l:auTu =A.P, 
i<J 

(12) 

for some Pe~'(n ®A with some aiJ::FO. We use the nota­
tions of Appendix C 4 with M = ~' (n and a = a libc. Let 
PI be the A ~ component of P and put 

m: = max [ {2(i + j) ; aiJ ::FO}U{i + 3; A.Pj ::FO}] . 

Note that m must be even. In fact otherwise, we have 
A.P m _ 3 = 0, contradicting to the definition of m. 

Let m = 2s. Then the A ~ component of (12) is 

r auTu = A.Pls _ 3 • 
;+}=s 

By applying Proposition C.I2, we obtain au = 0 for i + j = s 
and P ls _ 3 = 0 contradicting to the definition of m = 2s. 
Hence (12) implies aiJ = 0 for all i and j. 

Let now k>2 and 

~ al"';1 Ist;1 1"';k T; ® ... ® T/ I ® Tst ® T;I ® ... ® T; ~ I _ + I 1_ +J k 

(13) 

withPe~'(To) ®A 18k. Suppose some of the a's are nonzero. 
We use the notations of Appendix C 4 now with 
M = ..@"'(To) ®A 8(k-1) and a = alaxk • Then (13) can be 
rewritten as 

a j ® T; + L alj ® TiJ = (G + f1M)P , 
;<) 

where 
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k-I 

ai: = I. a~l···il_lstil+l···ik_liTjl ® ... ® Til_I 
1= I 

® Tst ® T;I + 1 ® ... ® T;k _ 1 ' 

G: = ~I + ... + ~k -I . 

Let P; be the A ~ component of P. Let m be the maximum 
number in the union of {2(i + j); aij #O}, {2i + 2; a; #O}, 
and {i + 3; (G + ~M)P; #O}. 

Suppose m is odd and let m = 2s + 1. Then the A ~ + 2 

and A ~ components of (14) read 

~~ P2s - 2 = 0, 

~~ P2s - 2 + ~~ P2s - 3 

= I. aij®Tij+as+I®Ts + 1 ' 
i<j 

l+j=S 

Then by virtue of Proposition C.12, 

as+ 1 +3a l •s_ 1 =0, 

which implies as+ I = ai,s _ I = 0 by virtue of Corollary C.9. 
Then by (ii) of Proposition C.12 aij = 0 (i + j = s) and 
~Mp21_ 2 = 0, which contradicts the definition of m. 

Let m = 2s. Letting P2s _ 2 = 0, we can use the above 
arguments to show that as = 0, aij = 0 (i + j = s), and 
~~ P2s - 3 = O. But thenP2s _ 3 = Oby Lemma C.11. Weob­
tain again a contradiction. 

This completes the proof of Sublemma 8.2 and hence 
that of Lemma 8.1. Q.E.D. 

IX. REMARKS AND PROBLEMS8 

(A) The validity of our result relies partly on the follow­
ing algebraic fact: The map K: /\ 2 HI ..... H 2 induced from the 
exterior product niX n I ..... n 2 (cf. Appendix C 1 for the no­
tations) is injective, which is an easy consequence of Propo­
sition C.12. 

Problem: Are the similar maps for other soliton equa­
tions injective? 

(B) Conversely if some evolution equation u, = F 
(FEA) has the nonzero kernel of /\ 2 HI ..... H 2, then we can 
construct an invariant that cannot be expressed as a polyno­
mial of local conserved quantities. For example, suppose 
there are three one-forms Wi = I; dx + X; dt (i = 1,2,3) 
such that DFW; = 0 (i = 1,2,3) and w i /\ w2 = D Fw3, i.e., 

d,I; =dX; (i= 1,2,3), 

IIX2 + I 2X 1 = dX3 + d,I3 , 

where d, = X F (cf. Appendix B 3). Then it is easily shown 
that 

K [u): = f: "" II(xl)dx I f:'"" I 2 (x2 )dx2 + f: = I 3 (x)dx 

[ I; (x): = I; [u] (x) ] is an invariant with respect to the flow 
on the Schwarz space Y (R) induced equation. 

(C) A similar result as Theorem 2.4 can be obtained 
when we consider the KdV flow on the Schwarz space 
Y(R) onR. 
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(D) When n is greater than 1, there are spectral invar­
iant polynomial functionals for the Laplace operator ~ + U 

on the n-dimensional torus that cannot be expressed as a 
polynomial oflocal spectral invariants.7 

Problem: Find all the spectral-invariant polynomial 
functionals:F(Tn)--Rfor -~+u (n>2). 

(E) We can consider a sort of de Rham complex on 
F( T) as follows: A map w: F( T) X F( T)P -- R is called a 
polynomial p-form if it can be written as 

W(U,xI'''',xp) 

= I. f WN(XI, ... ,XN;YI""'Yp ) 
N JTNXTP 

X u(x l )·· 'u(xN )X1 (YI)" 'Xp (Yp ) 

Xdx l " 'dxN dYI" 'dyp 

[u,X;EF'( T)], where WN isa distribution on TN + P, symmet­
ric in thex; '8 and antisymmetric in the Y; 's, and where only a 
finite number of the wN's are nonzero. Denote by npF(T) 
the space of all the polynomial p-forms. Define the exterior 
differentiation d: n p F( T) ..... n p + IF( T) by 

XWN(XI,· .. ,XN_ I , Y;;YI""'Y;'''''YP + I) 

Xu(x l ) .. 'U(XN_ I )XI ( YI)" 'Xp+ I (Yp+ I) 

Xdx l " 'dxN_ I dYI" 'dyp+ 1 • 

Then we obtain a complex {n*F( T),d}. This is easily seen to 
be acyclic. 

LetD, be the Lie derivation on n*F( T) induced by the 
KdVflowonF(T). SinceD, commuteswithd, we can define 
the sUbcomplex of invariant polynomial forms: 
n~dyF( T): = Ker D,. Note that our main result asserts that 
n'kdy F ( T) ~ R (1)"2"")' 

Problem: Determine the space n~dyF( T) and then 
compute its cohomology. 

The first step of the calculation goes just in the same way 
as in Secs. III and IV. The second step corresponding to the 
determination of the space of local conserved densities is to 
calculate the E :,p terms (p> 1) of Vinogradov's spectral se­
quence9

,10 associated to the KdV equation, which does not 
seem to have been carried out yet. 
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APPENDIX A: DISTRIBUTIONS 

In this section, we recall structure theorems of distribu­
tions and prove Propositions 3.1 and 3.2. 
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1. Structure theorem of distributions 

Let An + m = A~ X A;' be the Euclidean space with the 
standard linear coordinate system (X 1' ... ,xn'YI1 .... Ym) and 
X the submanifold defined by Yt = ... = Ym = O. which we 
identify with A~. Let K be a compact subset of X. 

by 

for 

Define 

Q: ~'(A~,K) ® A[ aX,ay ] .... ~'(An+m,K) 

WE~'(A~,K): = {WE~'(A~); supp(w)CK}, 

AeZ~. BeZ,,+, 

jeFo(An+m): = {smooth functions on 

An + m with compact supports}. 

Here ax = a/ax, A [ ax ,ay 1 is the polynomial algebra on ax 
and a and aA stands for (a )A 1 

••• (a )Ao when 
)" x Xl Xn 

A = (Aw .. ,An). The structure theorem of the distribu­
tionsll can be formulated as the following theorem. 

Theorem A.1: Q is an isomorphism on 
~'(A~,KH~ A[ay ]. 

We describe now the kernel of Q: Define endomor­
phismsD; (i= 1, ... ,n) of ~'(A~,K) ®A[ax,ay] by 

D;: = ax_ ® 1 + 1 ® ax_ , . . 
where ax, stands also for the multiplication map: 
p(ax,ay) f--+p(ax,ay)ax ,. Then obviously Q maps 
ImDl + ... + ImD,. to zero. In fact we can show the fol­
lowing proposition. 

Proposition A.2:(i) Ker Q = 1:7_ 1 1m D;. 
(ii) For a compact subset L of K, 

n 

= ~'(A~,L) ®A[ax,ay] + L ImD;. 
;=) 

Proof: (ii) implies (i) if we put L = ¢. Suppose 

Since 

we have 

Q(L ( - ax )AWAB ®a:)e~'(An+m'L) , 

whence, by the above theorem, 

Thus 
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2. DecompoSition of .!?i)'(Tn,Tn(k) 

We denote by P( n,k) (I <.k<.n) the set of all the parti­
tions of {I, ... ,n} into k nonvoid subsets: 

P(n,k): = {P = {Pl""'Pk}; p1U"; UPk = {l, ... ,n}, 

Pi #¢, Pi npj = ¢(i#j)} . 

For peP, let 

Tn[pJ: = {(xtt ... ,xn )eTn; 

Xi = Xj if i,jEpa for some a}. 
Then 

Tn(k) = U Tn[p]. 
peP(n,k) 

Since the subset T" is regular in the sense of Schwarz, 11 we 
have the following lemma. 

Lemma A.3: The map 

g: ED .!?i)'(Tn,Tn[p]) .... ~'(Tn,Tn(k» 
peP(n,k} 

induced from the inclusions is surjective. 
Denote by P(n,k) the subset of P(n,k) consisting of all 

the p's satisfying the following condition: whenever i <i. 
aEpj> bepj' one hasa<b. Let 610 act onP(n,k) by 

sp:={sp), ... ,sPk} [se6,., peP(n,k)] 

and define for peP(n,k) the subgroup 

6(p): = {se6,.; sp=p} , 

which leaves .!?i)' (T n, T n (p ) ) invariant. 
Lemma A.4: g induces a surjection: 

g':=Sog: _ED ~'(Tn,T"[p])$(P) 
peP(n,k) 

-+~'(Tn,T"(k»)$· , 

where g is the restriction of g and S is the symmetrization. 
Proof: Let Ke~'(Tn.Tn(k) )$ •. By Lemma A.3, 

K= L Kp 
peP(n,k) 

forsomeKpe~'(Tn,Tn[P]). Then 

K=..!. ~ sK 
n! :.tn 

I 1 = - L ~ sKp = - L ~ sKs-·q , 
n! peP(n,k) :.t. n! qeP(n,k) :.t. 

Let 

- I 
Kq: = - L sKs-'q ' 

n! se®. 

Since supp(sKp)CTn[sp], we h~ve Kqe~'(Tn,Tn[q». 
Furth~rm()r~ it is easy to see that Kq ~ 6(q) invariant and 
that sKq = Ksq. Hence noting that 6 n P(n,k) = P(n.k), we 
obtain 

K= ~ K 
qel(:..k) q 

1 - ( n' -) = L -- sKp=S L --'-Kp , 
peP(n,k) m(p)! ~. peP(n.k) m(p)! 

where m(p) = #6(p). Q.E.D. 
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3. Description of 9'(Tn,Tn[p])"'(p) 

DefineforpeP(n,k) the subspace A (P) of A ®kspanned 
by all such elements fl ® .•. ® fk as J; is homogeneous of 
degree #p; (i = l, ... ,k). Denote the restriction of ik on 
9'(Tk

) ®A (p) by ir 
LemmaA.5: 
(i) Imip =g'(9'(Tn,Tn[p])"'(p»), 

k 

(ii) Ker ip = 9'(Tk) ®A (p)n L 1m d;, 
I~ I 

k 

= 9'(T\T k (k - I») ®A (P) + L 1m di . 
i= 1 

Proof (i) Obviously the elements of the left-hand side 
are in the right-hand side. 

Denote by Pi the number of the elements of Pi and de­
note the coordinates of Rn as (xll, ... ,X lp- , ... ,xk- ). Then 

I Pk 

Tn [p] is the submanifold defined by the equations 

XII = ... =xlp"""Xkl = ... =Xkh · 

Hence, by Theorem A.I, for each KE9' ( T", T n [p] ) we can 
find such an element ~KB ®a ~ of 9'(Tk) ® R [ax J as 

(g'K)[u] = L (KB,LB.lu® ... ®LB,k U) 

for uEF(T), where 

Lu: =aB"u···aB'Pi (1 <;i<;k) 
B,l Xii X/Pi 

[B = (Bll,· .. ,BIP , , ... ,Bk I , ... ,Bkh )]. If we let 

fB: = UB" "'UBIP, ® ... ®U Bkl " 'uBkhEA (P), 

then 

(g'K)[u] = ik(L KB ® fB )[U] , 

which shows (i). The other assertions follow immediately 
from Proposition A.2. Q.E.D. 

4. Proof of Propositions 3.1 and 3.2 

Proposition 3.1 follows directly from Lemma A.4 and 
(i) of Lemma A.S. 

Proofof Proposition 3.2: Let KE9'( Tk) ®A ®k. Since 

A ®k = EB A(k,n) 
n?k 

with 

A(k,n): = _EB A (P) , 
pEP(n.k) 

we can write 

K= L L Kp 
,,;,k pEP(n.k) 

with KpE9'( Tk) ®A (P). Suppose h (k)EF k 
- Ip(F(T»). 

Since ik(A(k,n»)C9'(T n )"'n, we have for each n, 

ik( ): Kp )E9'(Tn,T"(k - 1»)"'''. 
pEP(n.k) 

Hence for eachpeP(n,k) we have 
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ik (Kp) = L - _ L ik (Kq) 
qEP(",k),q,,?p 

with LEIiJ'(Tn,Tn(k - 1 »). Since 

suppidKq)C U Tn[sq], 
S'EG n 

it follows 

suppip(Kp)CT"Ck-l)U U (Tn[p]nT"[sq]), 
(q,s) 

where (q,s)eP(n,k) X@5n satisfies the condition either that 
q=j.p or that q = p and s=j.id. Since 

Tn[p')nTn[p"]CTn(k-l) 

for p, =j.p", we obtain 

supp idKp) C T"(k - 1) . 

Then by (iii) of Lemma A.S, 
k 

KpE9'(Tk,T kCk-l»)®A (P) + L Imd;. 
i= 1 

Hence we have proved 

ik I(Fk-1t/}i(F(T))) =IiJ'(Tk,Tk(k-I»)®A ",k 

k 

+ L Imd,. 
i=1 

Restricting this to [9'(T k
) ®A ®k ]"'\ we obtain the 

proposition. Q.E.D. 

APPENDIX B: DIFFERENTIAL POLYNOMIALS 

1. The differential algebra A of differential polynomials 

Let A denote the algebra of differential polynomials of 
U: 

00 

A: = R[uO'U I,U2 , ... ) = U R [uO,ul, ... ,Uk ] 
k~1 

endowed with the derivation d defined by dUi = Uj + I 

(i = 0,1,2, ... ). We write often Uo simply by u. 
We define the weight and the degree of differential poly­

nomials multiplicatively by weight (u i) = i + 2 and 
degr(ui ) = 1. We let 

A I: = {fEA; weight(f) = i}, 

An:= {R[uo,UI, ... ,U"J for n>O, 
R for n = - 1, 

A(d): = {fEA; degr(f) = d}, 

ACi):=LAi, A[d):=LA(c), 
i<i c;,d 

A i(d): =A inA(d), A~: =A inA" , 

A: = A [ 1 ], A: = A 11m d . 

The following lemma is well known. 
Lemma B.]: Ker d = R. 
Prool Suppose gEAn \An _ I satisfies dg = 0. Suppose 

n>O. Then aglaun = a laun + I (dg) = 0, a contradiction. 
Hence we must have n = - 1, i.e., gER. Q.E.D. 

2. The variational operator bu 

Define 0": A ...... A by 

" .a 0": = L., ( - d)'o-. 
1=0 au; 
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Then the following proposition is well known. 
Proposition B.2: Ker 8" = R + 1m d. 
Proof From [a laui+ IOd] = a laui, it follows imme­

diately that 8u od = a. 
Suppose 8u g = a for somegEA. Then 

~:Ui ag =u8ug=O (modlmd) , 
aUi 

whence .IigiElm d, gi being theA (i) component of g. By the 
induction on the integer n = max{n!gn ;fa} we can show 
g=go (mod 1m d). Q.E.D. 

3. Evolutlonal derivation XK 

For KEA, define a derivation of A by 

'" . a 
XK := L d'K-, 

i=O aUi 

which commutes with d. Define an endomorphism DK of A 
by 

'" . aK 
DK := L (-d)'o-. 

i=O aUi 

For example, if K = UU, + U3' then 

DK: = U, - dou - d 3 = - d 3 
- ud. 

Lemma B.3: 8u
oXK = (DK +XK)08u ' 

Proof First we show 

g8" dK f=g(DK + XK )8" f (mod 1m d) 

for f,geA. In fact, mod 1m d, 

g8u XKf=XgXKf=Xg LdiK
af 

i aUi 

=Ld1g aK 8u f+ LdJgXK af 
1 au) ) au) 

=g(L( _dy(aK 8u l ) + l( -d»)(XK a
f

)) 
1 au) ] au) 

= g(DK8u f+ XK8" f) . 

Now it is not difficult to see that, if fEA satisfies fgeIm d for 
allgEA, then feO (cf., for example, Kupershmidt'2). Thus 
we have the lemma. Q.E.D. 

4. The twisted multlvarlatlonal operators 

Let M be a vector space with k mutually commuting 
endomorphisms a" ... ,ak • Let 

AM,k: =M®A "k, 

whereA "k =A ® ... ®A (k times). Let 

d i = ai ® 1 + 1 ® (1 ® ••• ® 1 ® d ® 1 ® '" ® 1) , 

d being on the ith factor. Define 

8i : = L (-di)no~, 
au" 
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8: = 8,0" '08" . 

Then we have the following lemma. 
Lemma B.4: Let P be a subspace of M invariant with 

respect to the d; 'so Then 
k 

8-'(Ap,k) = L Imdi +M®R"k+Ap,k' 
;=, 

Proof It is easy to see as before 8d; = a (i = 1, ... ,k), 
whence 8 maps the right-hand side into Ap,k' 

Suppose gEA M,k satisfies 8gEA P,k' Then, mod .I 1m d;, 

~ (a, . . ··ak · g)'u, ® ... ®u· =8g'u®'" ®uEA ~ ,II ,lk 't 'k P,k , 

where a a,m = 1 ® (1 ® ... ® I ® a I aUm ® 1 ® ... ® 1), 
a I aUm being on the ath factor, and A M,k is considered as an 
A "k algebra in the natural way. Now the argument in the 
proof of Lemma B.2 shows geM ® R" k + .I 1m d; + Ap,k' 

Q.E.D. 

For KEA, define endomorphisms X K,i> DK,i (i = 1 , ... ,k) 
ofAM,k by 

X K,;: = 1 ® (1 ® ... ® 1 ® X K ® 1 ® ... ® 1) , 

where XK and aK laun are on the ith factor. Then we have 
the following lemma. 

LemmaB.5: (i) Ifi;fj, then8 i commuteswithXK,j and 
DK,j' (ii) 8iOXK,i = (XK,i +DK,i)08i. Q.E.D. 

Proof (i) is obvious and (ii) can be proved just in the 
same way as Lemma B.3. Q.E.D. 

Corollary B.6: 80 X K,i = (X K,i + D K,i ) 08. 
Finally suppose M = R, 8i = O. Then Lemma B.4 im­

plies the following lemma. 
Lemma B. 7: Let Q be a complement of R + 1m d in A. 

Then 8 is injective on Q "k. 
Proof Obvious since Q .. k is a complement of .I 1m di in 

A .. k. Q.E.D. 

APPENDIX C: CONSERVATION LAWS OF THE KdV 
EQUATION 

1. A complex associated to the KdV equation 

Define a complex 

as follows: Let 

0/: =A ® A;[dx,dt 1, 
where A * [dx,dt] stands for the exterior algebra on 
R dx ® R dt and D is determined by 

Df=dfdx +dtldt, for fEA = n°, 

D(gAh) =DgAh + (-I)"gADh, for gena, hEnb, 

where d t = XU", + u, in the notation of Appendix B 3. Since d 
and d t commute with each other, we obtain a complex 
{O*,D}. Denote by Hi the ith cohomology space. We may 
call H ' the space of the equivalence classes of conserved den­
sities of the KdV equation, since Propositions 3.1, 3.2, and 
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4.3 for k = 1 imply that the map Idx + g dt-'XI( 1 ® I) 
induces a map 

H l-.Ker D t nF I 9(F(T») , 

which in fact is an isomorphism by the argument before (5) 

in Sec. V. 
Now we cite the result of Miura et al.6 in the following 

form. 
Theorem C.l: For each positive integer i, an element 

Wi Ii dx + Xi dt of n I exists such that DWi = 0, 
weight (Wi) = 2i. Moreover the classes in H I represented by 
the w/s (i = 1,2,3, ... ) are nonzero. 

Let 

a: = DK + X K with K = UU) + U3 , 

i.e., 

a: = d, - ud d 3 . 

Then by Proposition B.2 and Lemma B.3, we have the fol­
lowing realization of H I. 

Lemma C2: The map I dx + X dt-.oJ induces an in­
jection H ) -. Ker A. 

2. Computation of Ker A 

Let 

Then it is easy to show the following lemma. 
Lemma C.3: 

(i) a = a3,o + a3•1 , 

(ii) a},dA k(k) )eA J+ 3(k + i) . 

(iii) [:U ' a) 0 . 

Now we solve the equation AI = O. 
Lemma C4: Suppose lEAn \An _ 1 satisfies AI = O. 

Then n is even. Moreover, for n >4, 

and 

+ bu n _ 1 + cu n _ 2 (mod An - 3 ) , 

l=a(u2 +ul I2)+b, forn=2, 

I =a, forn 0, 

with a,b,cER. 
Proof From a I au n + 2 (a/) 0, we obtain 

d al =0. 
aU n 

Hence by Lemma B.l, I must be of the form 

I ==-aun (mod An _ 1 ) • 

Thus for n = 0 we obtain I = au + b. But then 

al =au2 , 

1897 J. Math. Phys., Vol. 28, No.8, August 1987 

whence a must be zero. 
Suppose now n> 1, Then 

d~=_a_A/=O, 
aUn _ 1 aUn + I 

whence 

I =aun +bun_ l +In-2' 

witha,bER andln 2EAn-2' 
Suppose n 1. Then AI = aUT + bl?, whence we have 

a 0, contradicting IM o. 
Thus we have n>2. Then from (a laun _ 2 )AI = 0, we 

obtain 

d aln - 2 

aU n _ 2 

whence 

(n+l)au 1 

3 

aJ" _ 2 (n + 1 )au 
---= +C 
aUn _ 2 3 

with a,cER. 
Suppose now n = 2. Then 

If.) = u2/2 + cu + e 

with an eER, whence 

I = a (U2 + u2/2) + bu I + cu + e . 

But then AI = bUT + cul
, whence b = c = O. 

Suppose now n>3. Then 

In_z==-(n+ 1)auun _ Z /3+cun _ 2 (modA n _ 3 )· 

Hence 

I ==-a(un + (n + 1 )uun _ 2/3) + bun _ 1 + CUn _ Z 

(modA" 3)' 

Thus it remains to show that n is even. By (iii) of 
Lemma C.3, a a y /au k = 0 for any k. Hence if n is odd, we 
obtain an element of the form aU 1 + g(u)in Ker a. Then by 
what we have shown above we must have a = 0, contradict­
ing I~An_ I' Q.E.D. 

Corollary C5: Ker anA ~ +- 3 = (0), for n> 1. 
Proof Suppose we have a nonzero element I in 

Ker AnA" + 3 Note that An+- 3 = An+- 3 S1'nCe n • n n I' 

weight(un )=n+2, and weight(uj »2 for all j. Thus 
lEAk \Ak _ 1 for some k with O<k<n - 1. By the above 
lemma, we have I==-au k (modA k _ 1 ). But weight(uk ) 

k + 2<n + 3, whence a = 0 contradicting I~Ak _ I' 
Q.E.D. 

Put Ti = Oil Ii, where the Ii'S are those differential poly­
nomials given in Theorem c.t. Then we have the following 
proposition. 

Proposition C 6: 

(i) Ker anA n = {R' Ti + 1 , 

(0) , 

(ii) TI =C)' TZ =C2U, 

T3 = c3 (U Z + u2/2) , 

for n = 2i, 

for odd n. 

Ti = Ci (U 2i _ 4 + (2i - 3 )UUZi _ 5/3) (mod AZi - 5 ) 

for i>4 with nonzero ci's. 
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Proof: Note first that A n = A ~ _ 2' Hence if n is odd, 
Ker anA n = Ker anA ~-2 = Ker anA ~-3 = 0 by 
Lemma CA and Corollary C.5. 

Obviously we have TI + 1 EA 2/ = A i: _ 2' which is non­
zero. Suppose now TeKer anA 21 = Ker anA ~:-2' Then 
by LemmaC.4 

T=au21 _ 2 (modA21 _ 3), 

whence T-bTI+lEAi:_3nKera= (0) for some heR. 
HenceA 21nKer a = R.T/+ I' which gives (i). 

Finally Lemma C.4 gives (ii). Q.E.D. 

3. Information on certain differential polynomials 

First we refine Theorem C.1 using Lemma C.2 and 
Proposition C.6. 

Theorem C.7: For each positive integer i, an element 
WI = II dx + XI dt of n 1 exists such that DWI = 0, 
weight (1; ) = 2i, weight (X/ ) = 2i + 2, 

II=u, 

I;=ui_2 (modA [3]), for i>2, 

X I =U2 +u2/2, 

X; = 2U;_2U; - uL I (modA [3]), for i>2. 

Moreover the classes in H I represented by the w;'s 
(i = 1,2, ... ) constitute a basis of H I. 

Proof: Lemma C.2 and (i) of Proposition C.6 imply ob­
viously the last assertion. 

It is obvious that WI satisfies DWI = 0 and 8JI = 1 also 
spans RTI . 

Let i>2. Let I; be any element of A 2; such that 
8u I; = T;. As an element of A 2;, we can write 

;-2 

I;=2:,au2;-2 + 2:, ak uku2;_4_k (modA [3]). 
k=O 

But mod Imd, u2l _ 2=0 and UkU2;-4_k=( -l) kui_2' 
Hence we may suppose I ;=a l ui_2 (modA[3]). But then 
8J;=2a;U2;_4 (modA[2]). Hence we must have al#O. 
Thus we can take II = I ;/a;. 

NowmodA[3] 

d,ui_2 =2U;_2U;+ I = d [2u;_ 2U; - ui_l] . 

Since dA(m) CA(m) and Kerd = R, the X;EA 21+2 with 
dX; = d,I; must be of the form 

XI = 2u l _ 2u; - u7_1 (modA [3]) . 

Q.E.D. 
Define Tij: = 8u (S(i,j»)EA 2(1+j), where we recall 

S(i,j) = - I;Xj + ~X; . 
An easy calculation using the above theorem shows the fol­
lowing lemma. 

Lemma C.8: (i) For i,j with j> i>2, 

Tij=cijui_2U2J_2 (modA [4]) 

withcij#O. 
(ii) For i>2, 

TII=C;UU2;_2 (modA [3]) 

withc;#O. 
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Corollary C.9: Tk (k = 1,2, ... ) and Tij (l<i <j) are lin­
early independent. 

Proof: It suffices to show that T; + I and Tk ,; _ k 

( 1 <k < [i/2] ) are linearly independent, which is obvious by 
Proposition C.6 and Lemma C.S. Q.E.D. 

4. Twisting of A 

Let M be an R-vector space with an endomorphism a: 
M-+M. Define AM: =M®A and 

weight(m ®/) = i, degr(m ®/) =j, 

for meM and /EA ;(j). We denote M®A;, M®A(j), 
M®An,M®A ;(j), etc., respectively, byA ~,AM(j),AM,n' 
A ~ (j), etc. Define 

d M: = a ® 1 + 1 ® d , 

aM: = 1 ®d, - ud M - (d M)3:AM-+AM . 

Then we can decompose aM: 

where a~(A ~(n»)CA ~+;(n + j). Then it is easy to show 
the following lemma. 

and 

Let 

Lemma C.IO: 

a~o=a3®1, afo=3a 2®d, 

afo = 3a®d 2 , afl = a®u, 

afo = 1 ® a 3,o, afl = 1 ® a 3,1 , 

a~ = 0, otherwise. 

af: = afo + afl , a~: = afo + afl = 1 ® a . 

By Proposition C.6, we have the following lemma. 
Lemma C.J1: 

M n {M ® R. T; + I' for n = 2i, 
Kera3 nA M = 

(0) , for odd n . 

5. Independence of T, and 1jk mod 1m A 

Let M and a be as above. 
Proposition C. 12: Suppose fjEA ~ (j = 2i - 2,2i - 3) 

satisfies 

a~ /2;-2 =0, (C1) 

af /2;-2 + a~ /2;-3 

=aI8iT;+I+ 2:, akI8iTk,;_k' (C2) 
l<k<W - 1)/2] 

Then a + 3a I = O. Furthermore if a or a I is zero, then all 
ak's are zero and aMfu_2 = O. 

We need the following lemma. 
Lemma C.J3: Let P2: A M-+AM(2) be the projection. 

Then 

p2oa~: A~-3(1)I8iA~-3(2)-+A~(2) 

is injective and M I8i R.uu2; _ 4 is a complement of its image. 
Proof: Since 
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P2At;t(m ® Uj U2i _ 7 -j) 

= 3m ® (uj + 2 UZi _ 6 _ j + Uj + 1 U2i - 5 - j) , 

for 0<) <i - 4, we have 

m®UjUZi_4_j 

=( -1)i+jm®u7_z [modp2At;tA~-\2)], 

for 1 <,j<J - 3. Further modp2At;tA ~- 3(2) 

2/- 5 (2i - 5) 
At;t(m®u2i _ 5 ) = -m® I . UjUZi_4_j 

j~l } 

= _ m ® 2i 5 (2i ~ 5) ( _ 1) i + JUT _ 2 

j~l } 

= ( - 1) im ® uT _ 2' 

Hence p20A3(A~-3(1)EBA~-\2») is spanned by 
{m®UjU2i_4_j; mEM, 1<,j<,i-2}. The injectivity of 
P20A3 can be easily proved. Q.E.D. 

Proolol Proposition Cl2: By Lemma C.11, (Cl) im­
plies hi _ 2 = m ® Ti with some mEM. Then the A ~ ( 1 ) 
component of (C2) gives a = 3 am. On the other hand, by 
virtue of the above lemma, we obtain comparing the coeffi­
cients of UU 2i _ 4 in (C2) 

(2i - 2)am = (2i - 1 )a/3 + a l , 

whence a + 3a l = O. 
Suppose now a = a l = O. We may suppose t»5. Since 

am = 0, we have A MI2i _ 2 = At;t 12i _ 2 = 0, by virtue of 
Lemma C.lO. Thus we have 

At;t 12i - 3 = I ak ® TkJ - k • 
2.;;k.;;[(i-I)/21 

Hence by Lemma C.S, 

At;t/2i_3=0 (modA[3]). 

By Lemma C.I3 above, we have 

12i _ 3 EA [3] . 

Hence we can write 
2i- 9 

12i-3= I gjUj (modA M [4]) , 
j~O 

wheregj EA M (2) nAM.j . If j»i - 4, then 

weight(uauJ) = 6 + 2j + a;;'2i - 2, 

(C3) 

whence gj cannot have a nonzero term having uj as a factor. 
Thus actually 

gjEAM.j _ l , for j»i - 4. 

Thus (C3) can be written as 

At;t(g2i_9 U2i_ 9 + ... + gi-4 Ui_4 + h i _ 5) 

I a k ® Tk •i - k , 
2.;;k.;;[(i-I)121 

mod AM [4] with gjEAM.j _ I and h i _ 5 EA M,i- 5' 

Consider now the following assertion: 

(C4) 

r
aj = 0, for j<,k, 

(C5)k 
gj = 0, for j»2i - 2k - 4. 

What we must show is (C5) p _ I when i = 2p and (C5) p 

when i = 2p + 1. In either case we have only to show 
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(C5) [(i _ I )121' which we shall prove by induction on k. 
First, comparing the coefficients of U2U2i _ 6 of (C4), we 

have a2 = O. Hence (C5)2 is valid if we consider gj to be zero 
for j;;.2i - S. 

Suppose now that for some k such that 2<,k<, [(i - 1)/ 
2] - 1 the assertion (C5) k is true. Then (C4) looks like 

At;t (gZi - 2k - 5 U2i - 2k - 5 + g2i - 2k - 6 U2i - 2k - 6 + ... ) 
=ak + 1 ®(U~-IU2i_2k_4 + ... ) +... (C6) 

mod AM [4]. Since k<, [(i - 1 )/2 - 1], we have 
2i - 2k - 6;;.i - 4, whence 

gs EA M,s _ 1 for s = 2i - 2k - 5, 2i - 2k - 6 . 

Comparing the coefficients of U 2i _ 2k _ 3 in (C6), we obtain 

(1 ® d) hi _ 2k _ 5 = 0 . 

This implies by Lemma B.I, g 2i _ 2k _ 5 = O. Comparing 
further the coefficients of U 2i _ 2k _ 4 in (C6), we obtain 

(1 ®d)g2i-2k-6 = ak + I ® U~_I . 

Applying 1 ® 8u ' we obtain ak + I ® U2k _ 2 = 0, whence 
ak+ 1 = O. Then we have g2i--2k-6 = 0, establishing 
(C5)k+I' Q.E.D. 

6. A refinement of Proposition C.6 

Let M and a be as in Appendix C 4 and G an endomor­
phismofM. 

Lemma C14: Ker(AM + G ® 1) = (Ker G n Ker a) 

® T, where T is the subspace of A spanned by Ti'S. 

Proof Suppose gEA M satisfies 

(AM+G®l)g=O. (C7) 

Let g k be the A t- component of g and n the maximal number 
such that gn #0. The A ~+ 3 component of (C7) gives 
At;tgn = 0, whence by Lemma C.II, n is even: n = 2i and 
g2i = a l ® T,+ I for some a I EM. Then theA ~+ 2 component 
of (C7) gives 

aa l ® ( 3d2Ti+ I + uTi + I) + At;tg2i-1 = O. 

Since 1m At;t nA M ( 1) = 0, we obtain aa I = 0 if we compare 
the coefficients of U 2i • Thus we have AM (a I ® Ti + 1 ) = 0 and 
At;tg2i _ 1 = 0, whence g2i _ 1 = O. 

Now theA ~+ 1 component of (C7) reads At;tg2i- Z = 0, 
whence g2i _ 2 = a2 ® Ti for some a2EM. 

Finally the A ~ component of (C7) gives 

G(al)®Ti + l +aa2 ®(3d 2T i +uTi ) + At;tg2i_3 =0. 

(CS) 

By Lemma C.I3, the coefficients of U2i _ 2 and UU2i _ 4 in 
(CS) give when i;;.3 

G(a l ) + 3 aa2 = 0, 

(2i - l)G(a l )/3 + (2i - 2)aa2 = 0, (C9) 

whenceG(a l ) =0. Wheni=2, (C9) is replaced by 

G(a l ) +aaz=O, 

whence G(a l ) = 0 again. Finally when i = 1, we have 

g = a I ® U + a2 ® 1 , 

(AM + G® I)g = G(a l ) ® U + G(az) ® 1 = 0, 
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whence G(a1) = O. 
Thus we have 

a 1 ® Ti+ IE(Ker Gn Kera) ® T 
and 

g-al®Ti+leA~-l. 

Hence by the induction on n, we obtain the Lemma. Q.E.D. 
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The absolute minima for Landau potentials corresponding to one irreducible representation of 
SO (3) of spin up to 4 are computed together with their stability groups. For spin 4 the 
nonmaximal D4 stability group appears. This is a contribution to the literature about Michel's 
conjecture. 

I. INTRODUCTION 

The relevance of the concept of spontaneous symmetry 
breaking in physics is so well known that there is no point in 
commenting on it at length. Indeed, it enters crucially in the 
description of well understood phenomena like, for example, 
superconductivity or ferromagnetism. It also plays an essen­
tial role in the theory of electroweak interaction within the 
Higgs sector of the standard model. 

The success of these models encouraged physicists to 
look for theories describing other interactions by means of a 
unique gauge group unbroken at high energy but spontan­
eously broken at current energy in order to describe the ob­
served world. Until now, it is always a scalar field (Landau 
field) that realizes the breakdown by acquiring a nonvanish­
ing expectation value through the minimization of a suitably 
chosen self-interacting potential (Landau potential). 

The breakdown patterns raise the following problem. 
Given a group G, a field 'I' transforming according to a rep­
resentation of G (reducible or irreducible) and a polynomial 
V('I') (of degree less than or equal to 4) invariant under the 
action of the group, find the configurations 'I' that realize the 
absolute minimum of V. 

Following the point of view of model builders, it is the 
unbroken group (the little group or stability group of '1') 

that is important for physics; indeed this subgroup of G has 
to contain all the symmetries observed at the current energy 
in order for the model to be acceptable. 

The problem of finding the extreme 'I"s and their corre­
sponding stability groups becomes rapidly untractable when 
one chooses for 'I' representations of high dimensions of the 
most popular groups as required in many great unification 
models. 

As an attempt to know a priori which breaking patterns 
are possible, Michel's conjecture,I,2 in its simplest form, 
states that the only possible stability groups for irreducible 
'I"s are maximal subgroups of the group G. 

After it was proposed, this conjecture provided an inter­
esting and exciting challenge for the theoreticians: to prove it 
completely or to disprove it by constructing some counterex­
amples. 

The conjecture was first verified explicitly for up to two 
index tensors which are irreducible representations of 
SU(N) and SO(N).3.4 Unfortunately some years ago, a first 
counterexample was discovered in the framework of SU (5) 
with the 75-dimensional representation.s Later on, other 

counterexamples were constructed based on the 27-dimen­
sional representation ofSU(3).6 

Afterwards, a big activity was developed around these 
works in order to try to bypass the conjecture or to improve 
it.7- 9 

In order to contribute to the study of the problem, we 
have decided to compute as explicitly as possible the minimi­
zation of Landau potentials invariant under the simplest of 
all simple Lie groups: SO (3). We obtain detailed answers for 
irreducible representations of spin up to four (s = 1,2,3,4). 

We show in particular the importance played by finite 
subgroups ofSO( 3) as stability groups of the Landau poten­
tial, and obtain counterexamples to Michel's conjecture. 

Section II contains generalities concerning the problem 
and fixes the notations. It also exhibits a table summarizing 
the number of invariants and the possible stability groups for 
the irreducible representation considered. In Sec. III the ex­
plicit results for spin 1,2,3, and 4 are presented. In particu­
lar it is shown that the conjecture always holds for s = 1,2, 
and 3. For s = 4 and for suitable choices of the parameters of 
the Landau potential some minima are invariant under D 4' a 
nonmaximal finite subgroup of SO (3). 

In Sec. IV we present our conclusions and recall some of 
our technical contributions. 

II. GENERALITIES. NOTATIONS 

A. Irreducible representations. Invariants. Landau 
potential 

Irreducible representations of the Lie group SOC 3) have 
integer spin s and are completely characterized by their di­
mension d = 2s + 1. The space on which the representation 
acts may be described by completely symmetric, traceless 
tensors S with s indices a ranging from 1 to 3; i.e., 

(2.1 ) 

where i l ,i2 , ... ,is is an arbitrary permutation of 1,2, ... ,s and 
3 

I Saaa, .. ·a, O. (2.2) 
a=l 

Given s, group invariants can be constructed by satura­
tion of indices among products of several S's. The simplest 
example is the norm of S (say Q), 

(2.3 ) 

where the summation on the dummy indices is understood. 
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For s > 1, however, there exist other independent invariants 
with degree higher than 2 (see Table I). 

A Landau potential is a group invariant polynomial in 
the variable S. Being a part of an action density of a field 
theory, the degree of this polynomial is required to be less 
than or equal to 4 for renormalizability. 

Let Pm (m = 1, ... ,M) be all the independent invariants 
cubicinSandletQ2,Kn (n = 1, ... ,N) be all the independent 
invariants quartic in S. Denote also 

{Ik} = {Q,Pm.Kn}, k=1, ... ,M+N+ 1, (2.4) 

the set of all independent invariants of degree lower than or 
equal to 4. The numbers M and N are given in Table I for sup 
to 7. It is to be remarked that M equals zero for s odd and one 
forseven. 

The most general renormalizable Landau potential 
M N 

V=2pQ+qQ2+ L PmPm + L knKn (2.5) 
m=1 n=1 

depends on 2 + M + N independent coupling constants (f-t, 
q, the P's and the k 's). 

A necessary condition for it to be physically acceptable 
is that it increases when S goes to infinity in any direction: 
this is the asymptotic positivity condition which implies 
some relations between q and the k 's which are supposed not 
to be all zero (see Sec. II E). 

Let us finally remark that (2.5) is by construction 
SO(3) invariant. However, in certain cases when the cou­
pling constants take specific values, the potentials may be 
invariant under a larger group. These accidental symmetries 
may often be difficult to find but should in principle not be 
ignored. 

For example, for s odd or for s even when the P's are 
zero, V has a parity (S -+ - S) as accidental symmetry. The 
potential is then invariant under 0(3) rather than SO(3). 
Except for casual remarks this fact will not be insisted upon 
later. Note also that when all the P's and all the k's are zero, 
the potential is invariant under the much larger accidental 
group 0(2s + l). 

TABLE I. The number of independent invariants cubic in S (M), quartic in 
S (N) (excluding Q squared), and the total number of invariants including 
the quadratic one Q (1 + M + N) are presented for values of s up to 7. The 
list of all possible stability groups, as subgroups ofSO( 3), compatible with 
the representation labeled by s, is also given. See Appendix A for notations. 
When s is odd the extension by parity can be trivially made. We note the 
absence of the stability group D2 in the case of s = 3 in contrast with Table 
A.ll of Ref. 10. In fact we have remarked that in this case invariance under 
D2 automatically implies invariance under T (the group of the tetrahe­
dron). 

s M N I+M+N Possible stability groups 

0 0 C~,SO(3) 

2 1 0 2 D2,D~,SO(3) 

3 0 1 2 E,C2,C3,D3,T,C~ ,SO(3) 
4 3 E,C2,D2.D3,D.,O.D ~ .SO(3) 
5 0 1 2 E'C2 ..... s.D2 ..... S,C~ ,SO(3) 
6 1 2 4 E'C2.3'D2 ..... 6'T,O,Y,D~ ,SO(3) 
7 0 3 4 E,C2 ..... 7 ,D2 ..... 7 ,T,C ~ ,SO(3) 
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B. Maxlmallty equations, orbits, strata, and stablHty 
groups 

Given one Landau potential (2.5) for one irreducible 
representation of SO (3) of dimension d the equations for the 
extrema of V are the d equations 

av 1 +M+N av alk 

av= as = k~1 al
k 

as =0 
I+M+N av 

= L -alk • (2.6) 
k= 1 alk 

In general these equations imply that the (1 + M + N) 
d-dimensional vectors albe linearly dependent. They lead to 
systems of cubic equations in the components of S. 

A solution of (2.6) will be a local minimal of V provided 
that the d X d symmetric Hessian tensor 

a2v 
H=-- (2.7) 

as as 
has no negative eigenvalue. 

Given one solution of (2.6) other solutions can be found 
by performing an arbitrary rotation on it, generating the or­
bit of the solution. 

An essential property of a solution is its stability group, 
i.e., the subgroup of the invariance group of the potential 
that leaves S invariant. More restrictively we will be interest­
ed in the subgroup ofSO(3) that leaves S invariant: i.e., the 
set of R such that 

(2.8) 

All points on the same orbit have isomorphic stability 
groups. The union of all the orbits with isomorphic stability 
groups is called a stratum. 

We now elaborate on this problem. 

C. Stability groups as subgroups of 50(3) 

The problem of finding the stability groups of a given 
configuration is difficult and interesting by itself. Fortunate­
ly in SO(3) it can be simplified due to the fact that any 
nontrivial rotation has one and only one (normalized) ei­
genvector (say x) with eigenvalue unity, 

(2.9) 

corresponding to the axis of the rotation. 
Now,contractingEq. (2.8)s-1 times with x gives the 

following relation: 

RbaYa =Yb' 

where, by definition, 

(2.10) 

(2.11) 

As a consequence the vectors Y and x have to be proportional 
and 

(2.12) 

providing a generalized (nonlinear) eigenvalue equation for 
the axes of rotations of the stability group of S. It should be 
stressed that Eq. (2.12) is a necessary condition; not all of its 
solutions are axes but the knowledge of the solutions x and 
their scalar products simplifies the search of the stability 
group. 
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In Table I, for s up to 7, we list all the possible stability 
groups compatible with the representation labeled by s. (See 
Appendix A for notation.) 

Let us notice the absence of stability group D2 in the case 
s = 3 in contrast with Table A.II of Ref. 10. In fact, we have 
remarked that in this case in variance under this group auto­
matically implies invariance under T (the group of the tetra­
hedron). 

D. Line of attack 

In order to attack Eq. (2.6) two different routes have 
retained our attention. The first one consists in solving the 
equations by combination and factorization. Then one com­
putes the stability group of any solution by using Eq. (2.12). 
This method has been applied successfully for the cases s<;3. 
In the case s = 4, it leads to heavy computations that we did 
not manage to perform completely. 

For this reason, we developed a second approach, more 
intimately related to the classification of Table I. For each 
stability group compatible with s = 4, we construct a config­
uration of S invariant under this group and solve the new 
systems obtained by substitution of our ansatz in Eq. (2.6). 
The different invariants and the explicit values of the poten­
tial can then be computed for any of these configurations. 
Numerical plots of these values in terms of the coupling con­
stants determine in which configuration the absolute mini­
mum is attained. Finally the results have been tested by com­
puter by minimizing the potential for randomly chosen 
values of the coupling constants and comparing the numeri­
cal minimum with the values obtained analytically by our 
method. 

E. Asymptotic positivity condition 

In order to be physically relevant, the Landau potential 
has to be bounded from below. This statement is equivalent 
to the requirement that the quartic part of V [say V( 4) 1 be a 
positive definite homogeneous function. So, we have to im­
pose positivity on any ellipsoidal-type hypersurface around 
the origin in the configuration space; a particularly conven­
ient surface to use is Q = I. 

Moreover, due to the compactness of such a surface, it is 
sufficient to check positivity in the extremal direction of the 
function 

w= V(4) +A(Q-I), (2.13 ) 

where the constraint has been implemented by use of a La­
grange parameter. Extrema of the function Wobey 

aw = aV(4) + A aQ. (2.14 ) 

This equation is of the same form as (2.6) since W is analo­
gous to V for other values of the coupling constants. 

In conclusion, we stress that one has to impose positivity 
of the quartic part of Vonly on the directions corresponding 
to extrema of W in order to fulfill the asymptotic positivity 
condition. 

F. Canonical position 

Since V is invariant under the group SOC 3), which 
transforms solutions of the maximality equation (2.6) into 
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solutions, it is possible, using rotations, to fix up three pa­
rameters of the tensor S. In other words S can be put in a 
canonical position. In the example of the next section, we 
will use this freedom to simplify calculations. However, for 
s> 2 this operation is not as straightforward as in the case of 
s = 1 where S, a vector, can be put in the z direction or in the 
s = 2 case where S, a symmetric matrix, can be diagonalized. 

In order to define a canonical position in the general 
case we have found convenient to define it as follows. Let S 
be a particularly simple fixed tensor S. When a generic ten­
sor S ' is allowed to rotate under SO (3) according to (2.8) or 
more compactly 

S=RS', (2.15 ) 

its scalar product with S 
F= (S,S) =Sa,a> a,Sa,a, a, (2.16) 

varies. The canonical S is then defined as that S for which the 
scalar product (2.16) is (locally) minimal. Around that S 
the equations are 

aFI -0 aR R~ 1 - , 
(2.17) 

where the derivatives can be taken with respect to the param­
eters of the infinitesimal rotations R. In general (2.17) im­
plies three linear relations among the components of S, pro­
viding the canonization associated with the ansatz S. 

It is understood that all differentials in Eqs. (2.6), 
(2.7), and (2.14) are taken with respect to the full variations 
around a canonical position. Canonization is implemented 
on the vectors aQ, aI, etc., after the derivations have been 
performed. In other words, aI are (2s + 1) -dimensional 
vectors depending on 2s - 2 parameters only. This reduc­
tion simplifies the computations considerably. 

III. DISCUSSION OF THE MAXIMAL SOLUTIONS FOR s 
UPT04 

In this section, using the notations and the general ideas 
presented in the preceding section, we present a discussion of 
the maximal solutions for s up to 4: 

A. The s= 1 case 

This case is completely obvious but let us recall it for 
completeness. The only invariant is Q, the length squared of 
the vector S, and 

(3.1) 

Choosing S to be the z axis (0,0, I) the canonical position is 
(O,O,c) as can be verified easily. Maximalization of (3.1) 
leads to 

av = 2(/1 + qQ)aQ = 0. (3.2) 

Apart from the trivial solution S = ° [which is always 
present and has SO(3) as the stability group], Eq. (3.2) 
simply fixes the length (squared) of S in terms of /1 and q, 

Q=-/1/q, (3.3) 

and the potential becomes 

V= _/12/q. (3.4 ) 

This implies that /1 is negative since q must be positive by the 
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asymptotic positivity condition. This case is the celebrated 
example of spontaneous symmetry breaking ofSO(3). The 
stability group ofits solution is SO(2) [better 0(2) if the 
accidental symmetry of parity is taken into account], i.e., a 
maximalsubgroup ofSO(3) [better 0(3) ] in this represer . 
tation. 

B. Thes=2case 

This case is also well known. There are two independent 
invariants, associated with the 3 X 3 symmetric traceless ma­
trixS, 

Q=TrS 2, (3.5) 

P = Tr S3. (3.6) 

The Landau potential can then be chosen as 

V = 2p,Q + pP + qQ2, (3.7) 

where the asymptotic positivity condition requires q to be 
positive. If8in (2.16) is chosen to be diagonal with all three 
elements different from each other, the canonical position of 
S is diagonal in agreement with the allowed diagonalization 
of a symmetric matrix 

S = diag(a,p,r), a + /3 + r = O. 

The equation for the minima (2.6) is 

av= 2(p, + qQ)aQ + p ap= 0 

(3.S) 

(3.9) 

and it is easy to see that the two five-vectors aQ and ap are 
proportional only if two of the eigenvalues in Eq. (3.S) (say 
/3 = a, r = - 2a) are equal. As a consequence the stability 
group of the minimum is a SOC 2) subgroup of SO (3), i.e., a 
maximal subgroup compatible with the s = 2 representation 
ofSO(3). 

The extrema of V are then obtained for 

a = (3p + E.1)/4Sq, (3.10) 

where E is an arbitrary sign and .1 is the positive square root 
of 

.12 = 3(3p2 - 12Sp,q). 

This implies 

3p2> 12Sp,q. 

The value for the lowest extreme V is 

Vex! = - (21132q3)-1 

X (3 3p 4 + p.13 - 26J3p,qp2 + 21132p,2q2), 

(3.11) 

(3.12) 

(3.13 ) 

where .1 is the positive square root of (3.11). The negative 
square root corresponds to a higher potential. 

Formulas (3.10) and (3.13) obviously fail whenq goes 
to zero. However, the asymptotic positivity condition im­
plies that q be strictly positive. Hence there is no problem. 

The case p equal to zero is peculiar. Indeed, as explained 
in Sec. II A, the accidental invariance is O( 5) and (3.3) and 
(3.4) hold. 

C.s=3case 
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In this case, three invariants can be constructed out of S: 

Q = SabcSabc' 

K = Sab~abgScd~cdg, 
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(3.14a) 

(3.14b) 

(3.14c) 

they are not independent since they are related through the 
nonlinear identity 

Q2 _ 2K - 2K' = O. (3.15) 

Therefore, we can eliminateK' in favor of K and consider the 
Landau potential given by 

V=2p,Q+qQ2+kK. (3.16) 

Quite generally the seven independent components of Scan 
be written 

S122 =A, S133 =A', Sill = -A -A', 

S233=B, SII2=B', S222 = -B-B', 

SI13 = C, S223 = C', S333 = - C - C', 

S123 =S. 

(3.17) 

The invariance of V can be exploited, in the manner 
described in Sec. II F, to put S into a canonical position and 
hence fix three relations between its components. Taking 8 
such that [see (2.16) and (2.17)] 

8123 = I, 8aab = 0 (no sum over a), (3.1S) 

the canonical position associated with this ansatz can be 
summarized as (3.17) with the restrictions 

A=A', B=B', C=C'. (3.19) 

In terms of the restricted parameters A, B, C, S the in­
variants (3.14) take the form 

Q = IO(A 2 + B 2 + C 2) + 6S 2, (3.20) 

K = 44(A 4 + B 4 + C 4
) + 12S 4 

+ 50(A 2B2 +A 2C 2 + B 2C 2) 

+ 64s 2(A 2 +B2 + C 2) + S(AB _ CS)2 

+ (AC-BS)2 + (BC-AS)2), (3.21) 

and the conditions (2.6) become 

av = 2(p, + qQ)aQ + k aK, (3.22) 

where av, ... denoted differentials with respect to the whole 
seven-parameter phase space; relations (3.19) can be im­
posed only after the derivation has been carried out. 

We again discard the k = 0 solutions whose discussion 
is identical to the s = 2 corresponding case [higher acciden­
tal symmetry, here 0(7)]. 

More interesting solutions are available when k is differ­
ent from zero; in particular, (3.22) implies that the seven­
vectors aQ and aK be proportionnal. Table II summarizes 
the values of the parameters of the different configuration 
solutions of the equations for p, negative. For each case, the 
stability group is also presented. For p, positive, S and V are 
zero. 

The knowledge of Table II allows to compute the invar­
iants and the potential V [see (3.16)] as a function ofp" q, 
and k. This information is given in Table III. It is to be 
remarked that in all cases the value of the quadratic part of V 
is equal to twice V, 

2p,Q= + 2V, 

while the quartic part is equal to minus V, 

qQ2+kK= - V. 
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TABLE II. Solutions for the extreme configurations in canonical positions 
in the case s = 3. It is to be remarked that solutions 1 and 4a (and also 2 and 
4b, 3 and 4c) are related through a rotation, i.e., that the corresponding S' 
are on the same orbit. Obviously also other solutions can be generated from 
3 by exchanging A or B with C. In case 4 the signs of Band C can be changed 
provided S is changed by the product of both signs. 

Stability Value of the 
Case A B C S group parameters 

0 0 C ±C D, C 2 = - fl/8(k + 2q) 
2 0 0 0 S T S2 = - fll2(k + 3q) 
3 0 0 C 0 50(2) C 2 = - Sfl12( 11k + 2Sq) 
4a A A A -2A D, A 2 = - fll27(k + 2q) 
4b A A A AI4 T A 2 = - 8fl/81(k + 3q) 
4c A A A SA 12 50(2) A2= -lOfl/27(11k+2Sq) 

As we know, the asymptotic positivity conditions are 
fulfilled when all maximal cases of the quartic part are posi­
tive. This implies (see Table II) 

q + k/2>0, 

q + k/3>0, 

q +Hk>O. 

(3.25a) 

(3.25b) 

(3.25c) 

When k is positive, the effective condition is (3.25b), when k 
is negative it is (3.25a). 

In the last two columns of Table III we give the absolute 
minima reached, respectively, by solutions 1 and 2 for k neg­
ative and k positive. The corresponding stability groups (re­
spectively, TandD3 ) are both maximal subgroups ofSO( 3) 
in the present representation. Notice, however, that the 
minima never occurs for case 3 despite the fact that the cor­
responding stability group SO(2) is a maximal subgroup of 
SO(3). 

0.5=4 case 

There are a priori five invariants of degree lower than 4 
constructed out of S; a quadratic invariant 

Q = SabcdSabcd' 

a cubic invariant 

P = SabcdScdfgSfgab' 

and three quartic invariants 

K = SabijSabklScdikScdjl' 

( 3.26a) 

(3.26b) 

(3.26c) 

TABLE III. The values of Q, K, and Vare given for the nonequivalent cases 
of Table II for s = 3. In the last two columns the absolute minimum is given. 
For k positive, it corresponds to case 2 and stability group T. For k negative 
the minimum corresponds to case 1 and the stability group is D,. 

Stability 
Case group Q K V k<O k>O 

D, 16C 2 128C' 
fl2 k 

q> --
q+ k/2 2 

2 T 6S 2 12S' 
fl2 k 

q> --
q + kl3 3 

3 50(2) IOC 2 44C' 
fl2 

q+llk/2S 
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KI = SabciSabcjSdejiSdejj' 

K2 = SabcdScdefSefghSghab' 

(3.26d) 

(3.26e) 

However, KI and K2 can be eliminated in favor of K and 
Q thanks to the following nonlinear relations: 

K I =!(Q2_5K), (3.27a) 

(3.27b) 

As a consequence the general Landau potential takes 
the form 

v = 2f.LQ + pP + qQ 2 + kK 

with 

p)O. 

(3.2Sa) 

(3.2Sb) 

Indeed V is invariant under the symmetry that changes the 
signs of Sand p. Hence p can be chosen to be non-negative by 
suitably adjusting the sign of S. 

Quite generally S depends on nine parameters 

S2223 = A, S2333 = A I, S1333 = B, 

SII!3 =B ', Sll12 = C, SI222 = C', (3.29) 

S2233 = a, SI133 = /3, SI122 = y, 

with S completely symmetrical and by the trace conditions 

SIIII= -/3- y, S2222 = -a-y, 

S3333 = - a -/3, SI123 = 

SI223 = -B-B', SI233 = 

With the choice 

:5\ III = S2222 = S3333 = - 2, 

SI122 = S2233 = SII33 = 1, 

-A _A', 

- C- C. 

(3.30) 

(3.31) 

for S [see (2.16)], all the other S's, with different indices, 
being zero, we find the canonical position of S in terms of six 
remaining parameters since (2.17) then implies 

A=A ', B=B ', C=C '. (3.32) 

The invariants Q, P, and K can be expressed as (relative­
ly) simple functions of the canonical parameters, 

Q= 2(2S(A 2 +B2 + C 2) + 4(a2 +/3 2 + y2) 

+ (a/3+/3y+ya»), (3.33) 

P = 6(SABC + 7(a + /3 + y) (A 2 + B 2 + C 2
) 

+5(A 2a+B 2/3+C 2y) + (a3+/33+ r) 
- (a2 + /3 2 + y2) (a + /3 + y) + a/3y), (3.34) 

K = 4(4S(A 4 +B4 + C 4) + 75(A 2B2 +A 2C 2 + c 2A 2) 

+ 52ABC(a + /3 + y) 

+ 16(a + /3 + y)(A 2a + B 2/3 + C 2y) 

+ 3(A 2 +B2 + C 2)(a2 +/3 2 + y2) 

- 3(A 2a2 +B2/3 2 + c 2y2) 

- lS(A 2/3y+B2ya + C 2a/3) 

+ 3 (a2/3 2 + /3 2y2 + y2a2) + 2a/3y(a + /3 + y»). 
(3.35) 

The function K is positive (this was checked by computer) 
but not positive definite as a configuration like 

A=B=C=a=/3=O, y#O (3.36) 
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annihilates K. As an obvious consequence the asymptotic 
positivity condition implies that q be strictly positive. 

The extremal conditions associated with the potential 
(3.28) 

av= 2(1-' +qQ)aQ+pap+ kaK = 0, (3.37) 

imply that the three nine-dimensional vectors be linearly de­
pendent. 

Let D be the three by nine matrix 

D = (aQ,ap,aK). (3.38) 

All 3 X 3 subdeterminants of D, which are homogeneous 
polynomials of degree 6 in the canonical parameters, have to 
vanish simultaneously in order for (3.37) to hold. 

We have not succeeded in solving completely this sys­
tem of nonlinear equations. 

Instead we have chosen to analyze the problem by fol­
lowing another path based on a systematic exploration of the 
possible invariance groups compatible with the representa­
tion s = 4 under consideration (see Table I). 

Since we now start with given stability groups we have 
to choose the axes of these groups in special position and 
compute the relative values of the components of the invar­
iantS's. 

Obviously a special stability group does not automati­
cally lead to a canonical S [as defined in (3.32)]. But by a 
suitable transformation a special stability group can always 
be rotated in such a way that its relatedSbecomes canonical. 

In Table IV a certain number of useful special stability 
groups are defined and the corresponding S's (canonical or 
noncanonical) are given. They have been chosen to our best 
convenience. It is also clear that using suitable rotations any 
of these particular S's can be rotated to obtain stability 
groups of arbitrary orientation with respect to the special 
ones we have chosen. 

In order to stress the subgroup embeddings, it should be 
remarked that certain subgroups have been given more than 
once with dift'erent directions of their symmetry axis. This 
allows one to write the two chain subgroup embeddings 

C2 (z) ..... D 2 (z) ..... D 4 (z)-""D 00 (z) ..... SO(3), (3.39) 
C2 (x) ..... D3(z)- -

C2 (z) ..... D 2 (z) -+D4 (zh..... 0 .... SO(3 ). (3.40) 
C

2
(m) -+D3(d) ____ 

which culminate in the two maximal embeddings D 00 and 
the cube group 0 with special but particularly simple orien­
tation. 

Before analyzing the maximality equations (3.37) in 
each case let us give the asymptotic positivity conditions 
which read 

(3.41) 

Inserting any ofthe configurations of Table IV into Eq. 
(3.37) leads to restrictions for the remaining free S param­
eters depending on the potential coupling constants 1-', p, q, 
and k. In fact, in general S can be computed in terms of the 
coupling constants. The invariants (3.26) and the potential 
(3.28) itself can then be evaluated. 

Since these computations require quite a lot of algebra 
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TABLE IV. The stability groups are defined in Appendix A. The minimal 
number of axes specifying completely the special stability groups is given. 
The vector specifies the direction of the axis and the fourth component its 
order. For the particular cases corresponding toCz, a discussion is given in 
Appendix B together with the idea of the proof of the values of the param­
eters. 

Stability Particular 
group Axes AA' BB' CC' a /J r cases 

O(z) [(0,0,1)4] o 0 0 000 r r r r=O, SO(3) 
[(1,0,0)4] 

D~ (z) [(0,0,1) co] 000000-4r-4rr r=0,SO(3) 

D4 (z) [(0,0,1)4] a= r,cube 
o 0 0 0 0 0 a a r a = - 2r, cube 

[( 1,0,0)2] a= -4r,D~ 

D3(z) [ (0,0,1)3) A 0 0 0 0 0 -4r-4r r Az=Sor,cube 
[ (1,0,0)21 A =O,D., 

D3(d) [(1,1,1)3] A =0, cube 
AAAAAA r r r lOr = 13A,cube 

[(1, - 1,0)2) sr= -7A,D~ 

Dz(z) [ (0,0,1)2] a=/J,D4 

o 0 0 0 0 0 a /J r /J=r,D4 

[ (1,0,0)2) a=r,D4 

Cz(z) [ (0,0,1)2] o 0 0 0 CC' a /J r See Appendix B 
Dz.D3 

C2(x) [(1,0,0)2] A~'OOOO a /J r See Appendix B 
D2.D3 

C2(m) [(1, 1,0)2) A B B A C C a /J r See Appendix B 
Dz.D3 

we have chosen to present the results only for the special 
stability groups of Table IV. 

1. SO(3) liS stability groups 

When all the parameters of S are zero, all the gradients 
in (3.27) are zero. All the extremality conditions are ful­
filled, for all values of the potential coupling constants. The 
potential is zero. This extreme configuration is loca1ly stable 
if I-' is positive and clearly unstable if I-' is negative (the more 
interesting case) . 

2. The group of the cube lIS stability groups 

The nine equations in (3.37) are all linearly dependent. 
They reduce to 

8r(k + 15q) - 3py + 4p = 0 (3.42) 

up to an inessential factor lOy, since y is nonzero. Solutions 
of (3.42) exist provided 

6.? = 9p2 - 1281-'(k + 15q) >0. (3.43) 

The asymptotic positivity condition (3.41) implies that 
(3.43) is fulfilled when ft is negative. When I-' is positive p 
has to be sufficiently large. 

The minimal potential assumes then the value 
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(3.44) 

where fl. is the positive square root of (3.43). (Remember 
that p is chosen positive.) The negative square root of (3.42) 
corresponds to a higher value of the potential. 

3. 0", as stability group 

Here also the nine equations in (3.37) are linearly de­
pendent. They reduce to 

16(Sk + 245q)r + 27py + 14,u = 0 (3.45) 

up to a factor lOy. 
Solutions of (3.45) exist provided 

,n2 = (27p)2 - 12S'7,u(Sk + 245q) >0. (3.46) 

The minimal potential takes the value 

245 ( 2 36,up2 
V(D",) = (Sk + 245q) ,u - 257(Sk + 245q) 

311p4 32p,n3) 
+ 2 1172(Sk + 245q)2 + 2117z(Sk + 245q)2 ' 

( 3.47) 
where,n is the positive square root of (3.46). 

Here again the negative square root of (3.46) corre­
sponds to a higher value of the potential. 

4. 0 4 as stability group 

Two of the nine equations (3.37) are linearly indepen­
dent. Since 

a - y = 0, 3a + 2y 0, a 4y = 0, (3.4S) 

separately correspond to higher symmetries, these factors 
can be divided out leaving 

3p-16ka =0, 

,u + 2q(9a2 + 2ay + 4r) - 2ka2 
= O. 

(3.49a) 

(3.49b) 

The first equation fixes a while a solution for y exists from 
the second provided 

,u < (9p2/29k 2)( 4k - 35q). (3.50) 

The potential takes the form 

5. 34qp4 _ k(32p2 _ 27k,u)2 
V(D4) 214k 3q 

(3.51 ) 

5. 0 3 as stability groups 

Clearly all D 3's lead to the same relations, hence we 
work with D3 (z). Only two of the nine equations (3.37) are 
linearly independent. Up to the nonzero factors these equa­
tions reduce to 

p - 2ky = 0, (3.52a) 

,u + Sq(35y2 + 2A 2) + k( 13r + A 2) O. (3.52b) 

Since k + 16q is positive by the asymptotic positivity 
condition (3.41), the solution of (3.52b) for A exists if 

,u< - (2S0q+ 13k)(p2/4k 2
). (3.53) 

For these values the Lagrangian becomes 
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16 (2 
k + 16q ,u 

9,up2 _ Slp4(k + 20q») . 
4k 16k 3 

(3.54) 

6. O2 as stability group 

In the case D z, which is completely symmetrical in a, f3, 
y, it is convenient to work with the symmetrized variables 

~1 = a + f3 + y, ~2 = a Z + f3 2 + r, 
(3.55 ) 

~3 = a 3 + f3 3 + r. 
There are three linearly independent equations in (3.37), 
hence one 3 X 3 determinant (3.3S) has to be zero. This leads 
to the condition (when a=f.f3 =f.y=f.a) 

~3=~~1(47~7 -39~2)' 

The two remaining equations then become 

~I = 3p/2k 

and 

~2 = [ - 7,u + ~~ (2k - 7q) ]/(3k + 49q). 

(3.56) 

(3.57) 

(3.5S) 

The values a, f3, and yobeying (3.56)-(3.5S) can be 
considered as the roots of a cubic equation with known coef­
ficients. The condition for aU roots to be real is 

- lS~~ + 36~1~2~3 - S~l~~ + 3~~ 
- 21~r~~ + 9~i~z ~7 >0. (3.59) 

The value of the potential (3.2S) is then 

V(Dz ) = [16k 3(3k + 49q)] -I [ 784,u 2k 3 

(3.60) 

7. C2 as stability group 

The case can be worked out in complete detail. There are 
a number of solutions of Eqs. (3.37) of which only four are 
independent. After some algebra one obtains either D2-type 
solutions, i.e., 

C=O (3.61) 

or 

a=f3 (3.62) 

or 

a+f3+Sy=O (3.63) 

or those of a D 3-type, i.e., 

-4C z +4r-Sa2 -Sf3 2 +(a+f3)y 15af3 0, 

(3.64) 

- 4SC Zy + 104C 2 (a + (3) - 24(a3 + (33) 

+ 3y(a2 +(3 2
) -101af3(a+f3) -6af3y=0. 

(3.65) 

These equations can be found in Appendix B [Eqs. (BII)­
(B 14 ) ] with x and z suitably interchanged. Hence there is no 
genuinely invariant Cz minimum of the potential whatever 
may be the coupling constants. 

8. The stability group reduced to the identity 

In the general case when S has no nontrivial stability 
group Eqs. (3.37) depend fully on the six parameters. We 
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have not succeeded in solving analytically the determinants 
extracted from the matrix (3.3S). We, however, feel that 
these equations are those implying that S corresponds to the 
symmetry D2 at least. [See Appendix B, <0]. Numerical 
explorations have confirmed this feeling. 

E. Discussion of the results 

We have so far obtained the analytical values ofthe ex­
treme of the potential V for all allowed nontrivial subgroups 
of SOC 3). These results now have to be studied as functions 
of the coupling constants p" q, p, and k. 

The problem can be considerably simplified by noting 
that by a suitable choice of scale for the fields and for the 
potential itself, two coupling constants (except q and k to­
gether) can be rescaled arbitrarily (see Appendix C). Since 
q is strictly positive (3.41), it can be rescaled to unity. On the 
other hand we have already stressed (3.2Sb) that p can be 
chosen to be positive. It is either zero or can be rescaled to 
unity. Hence the following two cases. 

1. ThII p=o, q= 1 CIISB 

This case is particularly simple. If p, is positive and the 
asymptotic condition is satisfied, none of the constraints 
(3.43), (3.46), (3.50), (3.53), and (3.59) is fulfilled. Hence 
and obviously the minimum of the potential is at S equal to 
zero and has SOC 3) symmetry. 

When p, is negative, all the conditions referred to above 
are satisfied, and all the potentials assume the simple form 

V= -p,2(q+Rk)-I, (3.66) 

where q is one and by order of increasing R, 

R(D4 ) =0, (3.67a) 

R(D",) =2h, (3.67b) 

R(D2) =19, (3.67c) 

R(D3 ) =-h, (3.67d) 

R(cube) =~. (3.67e) 

The stability group of the minimal configuration (low­
est V) is the group of the cube when k is negative (but larger 
than - 15q) and D 4 when k is positive. The stability groups 
D 00 , D3, and D2 never correspond to the absolute minimum. 
The case k = 0 is highly degenerate since, as already noted, 
the accidental symmetry of the potential is 0(9) and the 
stability group is 0 ( S). 

2. ThtlCIIB.p=1, q=1 

An analysis of the potentials when p and q equal unity 
shows that the absolute minimum of all the cases can only 
fall in one of the four categories according to their stability 
group SO(3), cube, D"" andD4• 

The best way to visualize the results is to plot in the k, p, 
plane (k> - 15) the boundary between the regions with 
different stability groups. This is done in Fig. 1, where the 
qualitative behavior of the curves is given in a compactified 
plot ofthe relevant half ofthe k, J1, plane (k = [ - 15,00 ], 
p, = [ - 00, + 00]). As is seen there are three triple points 
T1, T2, and T3 whose coordinates are given in the figure cap-
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FIG. 1. Phase diagram for the absolute minimum in the s = 4 case as a 
function of the coupling constants. The coupling constants q and p are re­
scaled to the value unity (see Appendix C). Useful coordinates: the triple 
points, TI = (20,3!o), T2 = (0, - co), T3 = (co,O); the asymptotic point, 

R = ( - 15,co); the crossing points with the coordinate axis, a = (O,~), 
b = (5(72 - 310/3)/(37/3 - 8),0), c = (245,0). 

tion together with the coordinates of other convenient 
points. 

It should be stressed that the triple points always involve 
the D", region. 

The curve between TI and R has the form 

p,=[16(k+15)]-I. (3.6S) 

The curve between TI and T3 has the form 

p, = 34/(247(Sk + 245»). (3.69) 

The two curves between T2 and T3 and between T2 and 
TI have a much more complicated expression. For example, 
the boundary curve between D", and D 4 can be represented 
implicitly by a polynomial of fourth degree in p, and of the 
12th degree in k. For these reasons, we refrain from present­
ing here the exact form, prefering to give some asymptotic 
formula. Near the coordinate axes, we have, respectively, 

Tl - T2: k 2p, = - 0.723, for k~O, (3.70) 

T2 - C: k 2p, = - 12.1S, for k~O, (3.71) 

(3.72) 

This completes the description of the phase diagram. 
Let us finish this section with a few remarks. 
(i) The case p = 0 (1) can be recovered as the limit of 

the casep = 1 (2) whenp, goes to plus or minus infinity; this 
is obvious in view of formula (C4a) since the choice 

q=q=p=l= ±{t 

leads to the connection 

p, = ± lip 2. 

(3.73) 

(3.74) 

When p in one plot goes to zero, p, in the other plot goes to 
infinity. 

(ii) The groupD4 [which is not maximal in SO(3) for 
s = 4], appears to be the stability group of the absolute mini­
mum of V for quite a large region of the coupling constant 
space. This seems to us an interesting contribution in the 
literature developed around Michel's conjecture. 

(iii) Despite our initial hopes we have found no region 
corresponding to configurations invariant under D2 or D3 or 
with no invariance except the identity and giving an absolute 
minimum of the potential. 
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(iv) Contrary to our expectations based on formula 
(3.39), (3.40), there is no boundary (see Fig. 1) between the 
D4 phase and the cube phase, except at the triple point T2 • 

IV. CONCLUSIONS 

In this paper, we have analyzed in complete detail and as 
a function of the coupling constants all the absolute minima 
of the most general Landau potential in the framework of 
one irreducible representation of spin up to 4 of SOC 3). We 
have concentrated most of our attention on the stability 
group of the minimal configurations. 

For s equal to 1 and 2, the known results have been 
recovered and were presented for the purpose of complete­
ness. The s equals 3 case is in agreement with the expecta­
tions: only configurations with maximal stability groups ap­
pear as absolute minima. 

The case s equals 4 is richer. The results are summarized 
in Fig. 1 where the regions corresponding to the allowed 
stability groups of absolute minima configurations are 
drawn as a function of two coupling constants. 

It is to be stressed that the nonmaximal subgroup D 4 has 
an important region associated to it while D2 and D3 never 
appear. This we find an interesting contribution to the litera­
ture about Michel's conjecture. 

We have also presented in Sec. II F a systematic way to 
put any configuration in canonical position using the free­
dom of an arbitrary SOC 3) transformation. This idea can 
easily be extended to other continuous symmetry groups. 

Finally, we want to highlight our Eq. (2.12) which al­
lows the computation of the possible axis of symmetry of a 
given configuration for any irreducible representation of 
SO(3) as a generalized (nonlinear) eigenvalue equation. 
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APPENDIX A: SUBGROUPS OF SO(3) 

In this appendix let us recall some well-known results 
concerning the relevant subgroups of SO (3). Apart from the 
(trivial) subgroup E reduced to the identity we list and de­
note the following. 

1. The C subgroups 

The subgroup Cn (a) is defined by the n rotation of an­
gles 217'k/n (k=O,I, ... ,n-l) (including the identity) 
around a fixed axis (a). Its order is n. 

2. The 0 subgroups 

The subgroup Dn (a) is generated by the n rotations of 
the group Cn (a), together with one rotation of 17', C2 (b), 
around one axis (b) orthogonalto (a). Its order is 2n. Hence 
there are n subgroups C2 (bi ). All (bi)'s are orthogonal to 
(a) and the angle between (b i ) and (b i + 1 ) is equal to 17'/ n. 
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3. The Coo (a) subgroups 

The subgroup Coo (a) is the SO(2) rotation group 
around an axis (a). 

4. The 000 (a) subgroups 

The subgroup Doo (a) is generated by an SO(2) sub­
group and a C2 (b) around one axis (b) orthogonal to (a). 
[Hence there is a C 2 (b) around any axis (b) orthogonal to 
(a). ] 

5. The tetrahedron group T 

The elements of the tetrahedron group are generated by 
the elements of the four C3 groups with the axis joining the 
summits of a regular tetrahedron to the center of the oppo­
site face and the three C2 groups with the axis joining the 
middle of opposite edges of the tetrahedron. Its order is 12. 

6. The cube group 0 

The group of the cube has three C4 subgroups with the 
axis joining the center of opposite faces, four C3 subgroups 
with the axis joining opposite summits, and six C2 subgroups 
with the axis joining the middle of opposite edges of the cube. 
I ts order is 24 (it obviously has also D-type subgroups). 

7. The dodecahedron or icosahedron group Y 

The icosahedron is a regular polyhedron with 20 equi­
lateral triangular faces, 12 summits, and 30 edges. The Cs 
subgroups are associated to the six axes joining opposite 
summits; the C3 subgroups are associated to the ten-axis 
joining opposite center of faces; and the C2 subgroups are 
associated to the axis joining opposite edges. Its order is 60. 

In general the order is given by 

order = LPa (no - 1) + 1, 
(a) 

wherepa is the number of axes with Csubgroupsoforder no. 

APPENDIX B: SO(2) DECOMPOSITION OF 8=4 
CONFIGURATIONS. PARAMETER RESTRICTIONS 

As is well known the spin s irreducible representation of 
SO(3) is decomposed under an SO(2) subgroup in one sing­
let and s real doublets. Each one transforms with angle kO 
(k 1, ... ,s) according to 

d kT = ( cos kO sin kO) d
k

• 
_ sin kO cos kO (Bl) 

If one asks for the configuration invariant under C(a) of 
order p, all the doublets of type k, such that the quotient of k 
by P is not an integer n, must obviously be zero. 

On the other hand if d (1) and d (2) are the components of d, 
define 

d/=di l
) idi2

), d k di l )+idi2
). (B2) 

They transform as 

d t T = eikIJd it, d k- T = e ikIJd k- , (B3) 

and are one-dimensional complex representations. Hence we 
find the SO(2) invariants, the length squared 
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Ii = d k+d k = d~1)2 + d~2)2, 
and, more generally, the multiple products 

d +d + ···d +d - d - d-
kl k2 k,. k,+1 k,+2 k r + s ' 

(B4) 

(B5) 

As an application of these ideas let us give and prove 
some of the results of Table IV for s = 4. The notation is that 
of Table IV. 

(a) The SO(2) rotation group around thez axis decom­
poses Sas follows [see (3.29) and (3.30) for notation]: 

do=a+fJ, d1=C,), d2=(2(~~~'»)' 
(
4A+3A') (4(C-C'») (B6) 

d3 = 4B' + 3B ' d4 = \a + fJ + 8y . 

Under SO(2) with axis (1, - 1,0) one has instead 

do = 4C + 4C' + a + /3 - 4r, 

( 
4A + 6A ' - 6B - 4B' ) 

d1 = -(2C-2C'-a+fJ)21/2 ' 

(
SA + 4A ' + 4B + 8B' ) 

d2 = _ (4C + 4C' + 3a + /3 + 4r)21IZ' (B7) 

( 
12.4 + 2.4 ' - 2B - l2B' ) 

d3 = _ (2C _ 2C' + 7a -7fJ)21/Z ' 

( 
16A + 40A ' + 40B + 16B' ) 

d4 = _ (28C + 28C' - 77a - 17/3 + 4r)21/2 . 

(b) If one wants Cz(z), d 1 andd3 in (B6) must be zero, 
hence 

(B8) 

Moreover by a suitable rotation the first component of d4 

may be brought to zero, hence 

C=C', (B9) 

i.e., a canonical position. 
(c) If one wants C4 (z), d 1, dz, and d3 in (B6) must be 

zero, hence 

C4 (z): A=A'=B=B'=O, 

a =/3, 

C= -C'. 

(BlO) 

Moreover by a suitable rotation the first component of d4 

may be brought to zero. Hence 

C= C' =0, (Bll) 

i.e., a canonical position. 
It should be remarked that this position is automatically 

C2 (x) invariant and hence D4 (z). 
( d) As an example let us give the restrictions imposed 

on the parameters of Cz (x) to be a D3• The quantities invar­
iant under C2 (x) must be equal to those ofa D3• After some 
algebra one obtains the two relations 

- 4A 2 + 4a2 
- 8/3 2 - 8y + a/3 + ar - 15/3r = 0, 

- 4SA 2a + l04A 2r + I04A 2fJ - 24,lP - 24y3 (BI2) 

+ 3ay + 3a{32 - 101{3y - lOt{32r - 6a{3r = 0, 
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by eliminating the two arbitrary parameters of D3• 

(e) The restrictions imposed on the parameters of 
C2 (x) to be a D2 can also be found using the same technique. 
The invariant of C2 (x) must be those of a D2• After some 
algebra one obtains three possibilities for the parameters. 
Either 

A=O (Bt3) 

or 

{3=r (S14) 

or 

8a+fJ +r=O. (B1S) 

(f) Relations involving the axis m (1, - 1,0) instead of z 
can be analogously obtained from (B7) instead of (B6). 

Finally we end this appendix by noting that the restric­
tions on the parameters of a general canonical position, 
which imply Cz (or D2 ) invariance, can be obtained in the 
following way. 

There are six independent SO(3) invariants (of the six 
canonical parameters S). When. the configuration is C2 

(resp. D2 ) invariant it depends only on four (resp. three) 
canonical parameters S' as do the invariants. Equating the 
invariants for S and S' and eliminating the four (resp. three) 
S', two (resp. three) relations remain among the S param­
eters. These are the relations which guarantee C2 (resp. D2 ) 

invariance. We have not tried to write these relations expli­
citly. 

APPENDIX C: RESCALING 

Let S be the fields and V the potential. Clearly 

V=pV (p>O), (Cl) 

S = AS, (C2) 

correspond to essentially the same configuration rescaled. 
Hence the new coupling constants are related to the old ones 
by 

J.LA 2 = pjL, (C3a) 

qA 4 =pq, (C3b) 

PA 3 =pp, (C3c) 

k}. 4 =pk. (C3d) 

Eliminating p and A the arbitrary scales leads to the con­
served quantities 

p2 I qJ.L = p2lqjL, 

klq=klq. 

(C4a) 

(C4b) 

Since by the asymptotic positivity condition (3.41) q is 
positive, it can be rescaled to unity, by adjusting k [see 
(C4b)], without losing any generality. By the same argu­
ment using (C4a) p can be rescaled to be zero or unity by 
adjusting J.L and the sign of S. 
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Long-range dynamics and broken symmetries in gauge models. 
The Schwinger model . 
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The occurrence of variables at infinity in the dynamics of gauge models (in positive gauges) as 
a result of the Coulomb-type interaction is rigorously shown in two-dimensional quantum 
electrodynamics, in the Coulomb gauge. The general structures associated to the algebraic 
dynamics of systems with long-range interactions, like the removal of the infrared cutoff, the 
effective dynamics, the classical motion of the variables at infinity, and their relevance for the 
generalization of the Goldstone theorem and the spectrum of the generalized Goldstone 
bosons, are explicitly shown in this model; in particular, the chiral symmetry breaking and the 
associated mass generation is discussed in detail. The analogous results for the chiral 
Schwinger model are briefly summarized. 

I. FORMAL DEFINITION OF THE MODEL IN THE 
BOSONIZED FORM IN THE COULOMB GAUGE. 
GENERAL PROBLEMS 

The Schwinger model describes two-dimensional quan­
tum electrodynamics (QED2 ) and it is formally defined by 
the following Lagrangian l

: 

!i" = f dX( ¢i df/! - g¢A f/! - ! F,..vpn) . ( 1.1 ) 

In the Coulomb gauge one has 

alAI =0 

and one chooses 

Al =0. 

The Maxwell equations then give 

a~Ao = gf/!tf/! 

and 

Ao(x) = ~ g fix - x'if/!t(x')f/!(x')dx' . (1.2) 

The formal Lagrangian then becomes (V(x) =!Ixll 

!i" = f dx(¢i df/!) + ! f dx dx' f/!t(x)f/!(x) 

X Vex - x')t/}(x')f/!(x') . 

The Lagrangian further simplifies if one adopts fermion bo­
sonization, namely the remarkable property that in one 
space dimension a fermion system can be described by a bo­
sonic field. The basic correspondence is2 

j,.. = ¢r,.. f/! = (lI/ii)E,..v a vtp , 

J~ = ¢r,..rsf/! = (lI/ii)a,..tp, 

¢f/! = K :cos 2/iitp :, ¢rsf/! = K :sin 2/iitp: , 

i¢ af/! = !a,..tp a"'tp, K = const . 

(1.3 ) 

If the fermion is massless, so is also the boson, as follows 

clearly from the last equation, which relates the two Lagran­
gians. (It also follows from the conservation of j,.. and j! 
and the relation j,.. = E ,.."lv .) The boson field is also a ca­
nonical field since the current commutation relation 

[jO(X),jl (x')] = ( - ihr) 8' (x - x') 

implies the CCR for tp: 

[tp(x),4'(x')] = i8(x - x') . 

For a rigorous discussion of the boson-fermion correspon­
dence see Ref. 3, Sec. 6C, and references therein. 

In the bosonized form the Lagrangian then takes the 
form 

!i" = ~ f [4'2 - (altp)2]dx 

+ ! : f altp(x) Ix - x'ialtp(x')dx dx' , 

which yields the following formal Hamiltonian: 

H = ~ f [~+ (a ltp)2]dx 

( 1.4) 

where 11' = tP is the canonical momentum conjugate to tp, and 

e2 =g2I11'. 
In the standard treatment of the model4

•
s one then ar­

gues that in discussing the (representation of the) field tp one 
is naturally led to the introduction of an "angle" () and its 
conjugate variable 0 8 , which should in some way specify the 
boundary conditions at infinity. Then 0 8 is recognized to be 
the generator of chiral transformations and the ground state 
degeneracy with respect to chiral transformations is then 
interpreted in terms of chiral breaking «() vacua and chiral 
breaking) without associated Goldstone bosons. 

A pedantic look at the literature, however, leaves sever­
al questions of principle unsettled or unclear. 
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(i) If e has the meaning of limx_ 00 <p(x) =<P 00 , then it 
should belong to the commutant of the algebra generated by 
<P and 1T, and the introduction of a momentum fle 1T 00 

conjugated to <P 00 is problematic if one considers representa­
tions with time translation invariance. 

(ii) In some of the discussions, the appearance of the 
angle e seems to be strictly related to the fermion bosoniza­
tion and therefore the ensuing mechanism of e vacua, chiral 
symmetry breaking, and mass generation appears to be 
linked to the two-dimensional case. 

(iii) From a more general point of view the occurrence 
of inequivalent representations of the algebra generated by <p 

and 1T and their characterization in terms of the algebra of 
local observables does not seem obvious in terms of the dy­
namics defined by the Hamiltonian (1.4). 

(iv) The model has been regarded as a prototype of 
chiral symmetry breaking without Goldstone bosons and as 
such it should suggest a general mechanism for the field 
theoretical solution of the U (1) problem in four dimensions, 
but there does not seem to be complete agreement in the 
literature about the identification of such a mechanism 
("seizing of the vacuum," "chiral anomaly," etc.). 

In view of the above remarks it seems necessary to have 
a rigorous control of the model so that one can identify gen­
eral mathematical structures and/or mechanisms with a 
much more general validity than in the two-dimensional 
case.4 In particular, we will show the following. 

(a) The long-range interaction leads to the occurrence 
of "variables at infinity" in the time evolution of local vari­
ables and in this respect the model provides a nontrivial ex­
ample of the general structures discussed in Refs. 6-S (the 
model is not a mean field model!). 9 

(b) The model exhibits in a clear way the mechanism of 
a generalized Goldstone theorem by which the generalized 
Goldstone bosons have a nonzero mass generated by the 
nontrivial "classical motion" of the variables at infinity. In 
this sense our treatment provides a rigorous meaning (and 
understanding) of the so-called mechanism of "seizing of 
the vacuum.,,4 

(c) The model exhibits mathematical structures and 
properties in strong analogy with the Stiickelberg-Kibble 
modeI6

•
7

,1O.1I and the Coulomb gas (with uniform back­
ground). 12 

(d) From a more mathematical point of view the model 
provides a prototype of a field theory in which the long­
range interaction requires to abandon the local algebraic 
framework of Haag and Kastler in favor of a more general 
structure, and it suggests that this may in fact be the case in 
gauge quantum field theories, in positive gauges. In particu­
lar, the model shows that the algebraic time evolution of the 
observable algebra involves variables at infinity. 

II. ALGEBRA OF CANONICAL VARIABLES (WEYL 
ALGEBRA). QUASI FREE STATES 

We start by introducing an algebraic setting on which an 
infrared cutoff dynamics will be defined; we will then consid­
er the removal of the infrared cutoff and discuss the resulting 
mathematical structures along the lines of Ref. 6. 

The basic (local) algebra d is that generated by the 
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canonical variables <pel), 1T(g),j,gEYreal (RS), s = space 
dimensions, obeying the canonical commutation relations 
(CCR's) 

[1T(g),<p(!)] = -i f d'xg(x)!(x) -i(g,/). 

(2.1 ) 

Following the standard procedure,!3 it is convenient to in­
troduce the linear space Y Y real (R S

) X Y real (R') of 
pairs F= (/1'/2) and the Weyl operators W(F), with the 
properties 

W(F)* = W( F), (2.2) 
W(F)W(G) = W(F+ G)exp[ - (i/2)(F,G)] , 

where (".) is the symplectic form on .'iF defined by the 
CCR: 

[<I>(F),<I>(G)] = i(F,G) i[ (!I,g2) 

The Weyl operators generate a unique abstract C * alge­
bra ,w (Weyl algebra) (see Ref. 13, Theorem S.2.S, p. 20). 
This (equal time field) algebra J:f is well defined also in one 
space dimension; the problems associated to the infrared sin­
gularities will emerge at the level of the definition of the 
dynamics in the limit of no infrared cutoff, of the existence of 
a ground state, as well as the regularity 14 of the representa­
tion of d, so that one may (or may not) recover the fields 
<p,1T from the Weyl operators. 

For the following it will be useful to recall that13 any 
linear invertible transformation T defined on Y, which pre­
serve the symplectic form: 

(T(F),T(G» = (F,G) (2.4) 

defines a unique automorphism a T of d 

ar(W(F») W(T(F»). (2.S) 

For the following, in order to remove the infrared cutoff 
in the dynamics, according to the general framework of Ref. 
6, one has to make reference to a family IF of (physically) 
relevant states. To this purpose, since the Hamiltonian ( 1.4) 
defines a linear dynamics, it is reasonable to consider the 
family of quasifree states on d. They are characterized by 
the factorization of the n-point functions into sums of prod­
ucts of two point functions and therefore by the following 
expectation: 

cu(W(F») = exp( - HF,Fl) , (2.6) 

where [ ".] is a (positive) majorant of the CCR symplectic 
form 

I (F,G W< [F,F][ G,G], [F,F];;;'O. (2.7) 

Furthermore, if 

[F,G] = - (F,JG) , (2.S) 

with J defined on a dense domain of.Y Y real X Y real' 

dense with respect to the topology defined by [ . , . ], and such 
that 

(2.9) 

then cu is a pure state. 
This structure is usually classified in terms of a complex 
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scalar product: in fact, given a real scalar product [.,.] on 
Y satisfying (2.7) 'and (2.8) one can introduce a complex 
structure in the following way defining: 

[F,G Ie =: [F,G] + i(F,G) (2.10) 

and, for any complex A, 

AF=:(ReA)F+ (ImA)JF, (2.11 ) 

one gets that [.,.] c is a sesquilinear scalar product on Y, 
where the complexification of Y is given by (2.11). Con­
versely, given a complex structure [ ., . ] c on Y one can re­
cover an operator J, with J2 = - 1 such that Eqs. (2.10), 
(2.11), and (2.8) hold. 

Since the symplectic form is given by the CCR's, the 
classification of the pure quasifree states is reduced to the 
classification of the real operators J (densely defined) on Y 
such that 

J2 = - 1, - (F,JG) = positive symmetric form. 
(2.12) 

In the following we will further restrict our attention to 
translationally invariant states 0) (and to the corresponding 
GNS representations). The translational invariance of 
[F,G] = "'- (F,JG) then requires 

(JF)/(x) = f dSyJij(x - y)h(Y), i = 1,2. (2.13) 

Proposition 2.1: The real operators J satisfying (2.12) 
and (2.13) are characterized by matrices (in k space) of the 
form 

J k _ (a(k) r(k)(1 + a2(k»)1/2) 
( ) - - (1 + a2(k»)1/2Ir(k) - a(k) , 

(2.14 ) 

with a real and r> O. ' 
Proof Conditions (2.12) and (2.13) imply 

Jij(x) =Jij( -x), i#i, J ll ( -x) = -J22 (X). 
(2.15) 

The condition J 2 = - 1 then gives 

- (a /3 ) J(k) = _, /3r= - (1 +a2), r -a 
(2.16) 

/3, r real and a real if /3 or r does not vanish. 
Furthermore, the positivity condition (2.12): 

by Eq. (2.16) is equivalentto 

(1 +a2)//3+/3>0, i.e., /3>0. 
Letting r=:/3(1 + a2) -1/2, one gets the form (2.14); this 
completes the proof. 

Given an operatorJ, withJ 2 = - 1 and - (F,JF) >0, 
'tIF, by Eq. (2.8) one may then define a real scalar product 
[ ., .] on Y and its extension to a sesquilinear form by Eq. 
(2.10). 

For the following it is convenient to characterize the 
scalar product [ .,.] in terms of a matrix M/j (k) 
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[F,G] = If dSk.ft(k)Mij(k)g}(k)=:[F,G]M' (2.17) 
i,} 

(0 1) ~1+a2)1/2r-l a ) 
M= - J= - 1 0 (1 + a 2) 1I2r • 

(2.18) 

The corresponding state, defined by Eq. (2.6), will then 
be denoted by 0) M' A simple extension ofthe states 0) M is 
given by the states 

O)M,A(W(F») = O)M(W(F»)eW,(O), AeR (2.19) 

(they define representations with a nonvanishing expecta­
tion value of the field tp, (tp ) = A) . 

III. INFRARED CUTOFFED DYNAMICS. CHIRAL 
SYMMETRY 

To give a meaning to the formal Hamiltonian (1.4) and 
to define the time evolution on oPf one has to introduce an 
infrared cutoff; to this purpose we will replace the long­
range potentiallxl/2 by 

VL (x) =~lxlfL (x) , (3.1) 

where/L (x) =/ClxIIL),je.@(R l),f(X) = 1 for Ixl < 1, 
I(x) = 0 for Ixl > 1+ a. Strictly speaking, one should also 
introduCe an infrared cutoff in the kinetic terms and a Wick 
ordering, in order to define a regularized time evolution a~ 
on oPf byls 

aUA) = elHLtAe -IHLt, 'tIAeoPf. (3.2) 

The infrared cutoff on the kinetic terms can be easily re­
moved in the equations of motion (and therefore it is not 
strictly necessary) and the Wick ordering subtraction is irre­
levant for Eq. (3.2).16 

The resulting equations of motion are 

q;(/) = 11"(/), (3.3) 
1i-(g) = tp(i1g - e2g + e2uL .g) , 

where 

UL (y) = - A(fL (y) lv1/2) + c5(y) (3.4) 

[and therefore fUL (y)dy = 1, UL (y) = UL ( - y), 
supp UL C{y: L < Iyl <L(1 + a)}]. 

Equations (3.3) can be easily integrated and yield [in 
the notations of Eq. (2.3)] 

<l>t (F) = <I>(Ft ) , (3.5) 

where 

P, (k) = A ~ (k)P(k) , (3.6) 

_ (COS 0) L t - 0) L sin 0) L t) 
A~ = -I' , 

0) L sm 0) L t cos 0) L t 
(3.7) 

0)1 =:k 2(1 + VL (k»). 

[Note that, sinceuL (0) = 1, onehasO)L (0) = 0.] Since the 
elements of A ~ are c= even functions of O)L (k), which are 
bounded by polynomials in k, and 0)1 (k) is a Ceo function of 
k, A ~ defines a mapping of Y = Y X Y into itself. 

Furthermore, one can easily check that the mapping 
(3.6) leaves the symplectic form (2.3) invariant: 
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- (0 1) (0 (A~(k»)T -1 OA~(k)= 1 ~) , 
T = transpose, 

and therefore, according to Eqs. (2.4) and (2.5), it defines 
an automorphism of .sf 

a~(W(F»)== W(A ~F) == W(FU (3.8) 

(infrared cutoffed dynamics). 
Another obvious automorphism of .sf is that corre­

sponding to the shift of the field cp 

(3A: cp_cp + A, 1T-1T. (3.9) 

More precisely, the mapping 

(3A(W(F») = W(F)exp[iA f dXfl(X)] , (3.10) 

where F = (fl,f2)EY, leaves the algebraic structure of the 
CCR's, Eqs. (2.2) [or Eqs. (2.3)], invariant and therefore it 
defines an automorphism of .sf. Furthermore, one has 

(3.11 ) 

since, by Eqs. (3.7), /~ (0) =/1(0). From the equations 
which define the fermion bosonization it follows that (3A 
corresponds to chiral transformations and therefore by Eq. 
(3.11) the infrared cutoffed dynamics has chiral symmetry. 

IV. PHYSICALLY RELEVANT STATES AND REMOVAL 
OF THE INFRARED CUTOFF IN THE DYNAMICS 

The long range of the interaction prevents the existence 
of the limit L -> 00 of a~ in the norm topology and therefore, 
according to the general discussion of Ref. 6, the removal of 
the infrared cutoff requires to make reference to (the weak 
topology defined by) a family of "physically relevant" 
states, sufficiently regular at infinity. We will consider a fam­
ily IF of states of the form discussed in Sec. II. The following 
proposition makes clear the regularity conditions at (space) 
infinity which allow the strong convergence of a~. 

Proposition 4.1: Let IF be the family of states of the form 
(2.19 ) 

lUM,A(W(F»)=exp(- HF,F]M+iA/I(O»), (4.1) 

with the matrix M ij (k) satisfying 

M 11 (k),M22 (k)EL Iloe (4.2) 

(i.e., locally in L I and bounded by polynomials for large 
k 's), 17 then the following holds. 

(A) a~ is convergent in the strong topology defined by 

the states F of the (quasifree) representations defined by 
(4.1 ). 

(B) The (weak) convergence of a~ defines a mapping 
limL~oo (aU* = (at )*ofFintothedual.sf' with the prop­
erty that 

(at )*FCF (4.3) 

and (a t )* defines a one-parameter group 

( 4.4) 

(C) Hence (a t )* uniquely determines a one-parameter 
group at , tER, of automorphisms of J( where the bar 
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denotes the weak closure with respect to the (weak) topol­
ogy induced by the states of F. 18 

For the proof see the Appendix. 
We may now explicitly identify the algebraic dynamics 

at obtained by removing the infrared cutoff. To this purpose 
we remark that, since/~ L (0) = J; (0), 

lim lim /~ L (k) 
L_ 00 k-O ' 

lim [(cos lU(k)t )/1 (k) + lUCk) I sin lU(k)tf2 (k) ] 
k~O 

coslUotfl(O)+lUO~lsinlUof};(O) (0), (4.5) 

where lUCk) ==lU oo (k), lUO==lU(O), and therefore from the 
proof of (A) in the Appendix it follows that in each repre­
sentation TIM,A defined by lUM,A' 

IIM'A(a~ W(F») 

-> TIM,A (atW(F») 

= TIM,A(W(Ft»)exp[iA (/1(0) - /~ (0»)] . (4.6) 

V. ALGEBRAIC DYNAMICS AND VARIABLES AT 
INFINITY. EFFECTIVE DYNAMICS 

One might wonder whether the careful analysis of the 
previous section is really necessary or it is somewhat aca­
demic. As a matter of fact, the removal of the infrared cutoff 
requires special care, especially from the mathematical point 
of view, and in any case one wants a rigorous control on the 
controversial treatments appeared in the literature,4,5 and a 
clear understanding of the so-called "seizing of the vacu­
um," One of the crucial issues is how a formally symmetric 
Hamiltonian [Eq. (1.4) or in the regularized form (3.1)] 
may lead to asymmetric equations; as we will see the careful 
removal of the infrared cutoff leads to an algebraic dynamics 
at that is symmetric, does not leave the canonical local alge­
bra .s:1 stable, and requires the introduction of variables at 
infinity. Furthermore, in some of the discussions in the liter­
ature the introduction of the () angle is somewhat related to 
the "value of the field cp at infinity." 19 

In order to make the above points precise, we start by 
identifying the variable at infinity associated to cpo Let 
Fn == (fln,o), with/I,n (0) = 1, 'Vn and such thaeo 

lim [ Fn ,Fn ] M = 0 , ( 5.l) 
n-oo 

for any M satisfying Eq. (4.2), then the sequence of opera­
tors W(aFn ), aER, converges in the weak topology defined 
by the states IF, In fact, in each representation IIM,A defined 
by the states lU M,A' W( aFn ) is a strongly convergent Cauchy 
sequence as a consequence of (5.1) [the calculation is simi­
lar to that ofEq. (AI') in the Appendix]. Moreover, 

eiAalUM.A (W( Gl ) W( G2 »), 'VGI,G2EY. (5.2) 

We can then define 

U(a) s-lim W(aFn ) , (5.3 ) 
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with the properties 

U(a) U(fJ) = U(a + fJ) , 

TIM"dU(a») = eiA-a. 

(5.4) 

(5.5) 

This implies that U(a) is strongly continuous in a and its 
generator is well defined, 

U(a) =expia'P"" , (5.6) 

it commutes with the field algebra d, and 

(5.7) 

The algebraic dynamics a l can now be characterized in a 
simple form by using (4.6) and (5.7) 

al(W(F») = W(PI)exp{i'P"" [il (0) (1 - cos ClIoi') 

- i2(0)ClIo- I sin ClIot ]} , (5.8) 

ClIo=ClI(k = 0). 
The operators U(a), aeR generate by linear combina­

tion and norm closures an algebra d "" of variabJes at infin­
ity. 

The chiral transformations /I' , originally defined on d 
[Eq. (3.10) ] can be uniquely extended to an automatically 
weakly continuous automorphism of..,l( = Jj (see Proposi­
tion 4.1 of Ref. 8). 

In particular, we have 

fJA(expiatp",,) =fJ A 1im W(aPn ) =1imfJAW(aFn ) 
n n 

= e'aJ..lim W(aP
n

) = ela('I'~ +A) . (5.9) 
n 

Summarizing, we have the following. 
Proposition 5.1: The infrared cutoffed dynamics a~ con­

verges strongly, asL .... 00, to the dynamics a l defined by Eq. 
(5.8). This a l does not map the quasilocal algebra d into 
itself, but rather it maps d into the algebra f1 (d U d "" ), 
generated (through linear combinations and norm closures) 
by d and the algebra at infinity d "" . ' 

Furthermore, a l commutes with the chiral transforma­
tions/l' (chiraJ symmetry ofthe dynamics). 

The latter statement follows easily from Eq. (3.10), 
pleY, and Eq. (5.9). 

The above analysis shows that the discussion of the 
Schwinger model requires a substantial change with respect 
to the standard Haag-Kastler algebraic framework since the 
dynamics a l requires to abandon the quasilocal algebra d 
and to introduce infinitely delocaIized variables. 

In each irreducible representation TI of d, the variables 
at infinity are represented by c numbers and therefore it is 
natural to define an "effective dynamics" a~, with reference 
to the representation TI obtained by freezing 'P "" to its expec­
tation value in TI. For example, if TI is the representation 
defined by a ground state ClI M')' = 0 invariant under time 
translations, which is equivalent to 

MI=M, 

or to 

M=(ClIO(k)-1 0 )=M. 
ClI(k) - 0' 

we have 
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(5.10) 

a~ W(F) = W(P I). (5.11) 

More generally, if {(i) M,). = 0 } is a set of states invariant under 
time translations, the corresponding effective dynamics 
a{WM} satisfies Eq. (5.11), and it is rather obvious to extend 
the definition to the case A. #0 and to the case ofa set of states 
{ClIM,). =;t} which is stable under (a l )*. 

It also follows from (5.8) that every state ClI M."J.. , A.eR, is 
a ground state for aI, but only (i)Mo,). is a ground state for 
anA' Therefore a pragtnatic point of view in which the alge­
bra is d and the algebraic dynamics is taken to be a~ rules 
out the possibility of considering different ground states cor­
responding to different physical situations. In particular, 
this prevents the discussion of spontaneous symmetry break­
ing connected to such different ground states. 

VI.Cf..ASSICAL MOTION AT INFINITY. D¥NAMICAL 
S¥MMETRIES 

To discuss chiral symmetry breaking, according to the 
general framework of Ref. 6, given a representation TI with 
space-time translationallY invariant ground state ClIo> with 
M = Mo, A. = 0, it is convenient to consider the set of states S 
obtained from ClIo by applying (fJ A ) * and' ( a~ ) *. Since 

( a~ )* (fJA )*ClIo)(W( G») 

=ClIo(fJAa~ (W( G») 

= 'ClIO(W( G) )exp[iA. WI (O)cos ClIoi 

+ g2(0)ClIo- I sin ClIoI)] , (6.1 ) 

the set of states S are the states of the fM1ll21 

(i)AoI'(W(G») = eiA-f,(O)eW,(O)ClIo(W(G». (6.2) 

By simple computations one gets 

(fJ A ) *ClI A,oI', = ClI A, + AoI', ' (6.3) 

(a~ ) *ClI AoI' (W( G») = eiA-t. (0) e~(O) (i)o( W( G») 

= ClIA'oI',(W(G») , (6.4) 

where 

A. I =A. cos ClIot - p,ClIo sin ClIot, 
(6.5) 

P, I =A.ClIo- I sin ClIot + P, cos ClIot . 

The set of states S allows the construction of another 
variable at infinity besides 'P "" . As in Sec. V one can prove 
that, choosing Gn = (O,gn), gn (0) = 1, 'r/n, 

lim [Gn ,Gn 1M =0, (6.6) 
n-oo 

in each representation defined by the ClI J..p.' the sequence 
W(aGII ) is strongly convergent. As before, one then puts 

V(a) =s-lim W(aGn ) (6.7) 
n-oo 

(where the strong limit is with respect to the strong topology 
of the states S) and 

V(a) =exp ia1T "" , 

with 

(
iafT) . ClI AoI' e ~ = el<Zl' • 

(6.8) 

(6.9) 
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Then, with a slight abuse of language, by using Eqs. (6.4), 
(6.5), (6.8), and (6.9) one has 

lU A.I" (ah (q; 00 ») = lU). '.1"' (q; 00 ) A t 

= lU A.I" (q; 00 cos lUot - 1T 00 lUO sin lUOt) , 

(6.10) 

lU A ,I" (ah (1T 00 ») = lU ).,1" (q; 00 lUO 1 sin liJot + 1T 00 cos lUot) , 

(6.11 ) 

i.e., the following motion of the variables at infinity defined 
with reference to states §: 

ah q; 00 = q; 00 cos lUot - 1T '" lUo sin lUot , 

ah 1T 00 = q; 00 lUo- 1 sin lUot + 1T 00 cos lUot • 

(6.12 ) 

By Eqs. (6.3) and (6.4) the automorphisms {3A , AER, all' 
tER, generate a three-parameter group f1 on §, isomorphic 
to rotations and translations in the plane (A,fl) (dynamical 
symmetry group). In particular, f1 contains the one-param­
eter subgroup of translations of the variable fl, which corre­
sponds to the following automorphism: 

1'(W(F») = W(F)eil"l,(O) . (6.13) 

Clearly 

VII. SPONTANEOUS BREAKING OF CHIRAL 
SYMMETRY AND MASS GENERATION 

(6.14 ) 

Weare now able to give a rigorous discussion of the 
breaking of chiral symmetry along the lines of a generalized 
Goldstone theorem6 and prove that the generalized Gold­
stone bosons have a nonzero mass. (Mass generation associat­
ed to chiral symmetry breaking.) 

We start by noticing that the chiral symmetry {3A, Eq. 
(3.10), as well as the symmetry l' defined by Eq. (6.13), are 
locally generated by local currents in the sense that there 
exist local charges QR and TR, respectively, with the proper­
ty that for any A of the formA = W(F), FEY, 

{3A(A) = 1111- lim eiQRAAiQRA=IIII lim {3~ (A) , 
R~oo R~oo 

(7.1 ) 

1'(A) = 1111 lim eiTRi" Ae - iTRi"= 1111- lim ~ (A) 
R-oo R-oo 

(7.2) 

and that, uniformly in A and fl, 

..!!...-{3A{A) 1111- lim ..!!...-{3~(A), 
dA R~oo dA 

(7.3) 

..!!...-1'(A) = 1111- lim ..!!...-~ (A). 
dfl R~ 00 dfl 

(7.4 ) 

In fact, letting 

eiQRA = W(GR ), GR = (O,JfR) , (7.5) 

withfR (x) =f( Ixll R ),J(x) 1, for Ixl < 1,J(x) = 0 for 
Ixl > 1 + a,JEfiJ, we have 
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W(GR ) W(F) W( - GR ) 

= W( GR ) W(F - GR )i(F.GR)/2 

= W(F)exp{U12) [(F,GR) - (GR,F GR)]} 

= W(F)exp i(F,GR) , 

which converges in norm as R - 00 to 

W(F)eiA1, (0) {3AW(F), (7.6) 

since (F,GR ) -All (0). Similarly one proves Eq. (7.2). 
Equation (7.1) implies that the derivative (d IdA) 

{3 ~ (A) exists in the norm topology and 

~(3~ (A) W(F)ei(F.GR)i f dxfl(X)fR (x) (7.7) 

converges in norm as R- 00 to dpA(W(F»)ldA, i.e., Eq. 
(7.3) holds. Similarly one proves Eq. (7.4). 

Since all the above convergences are in the norm topol­
ogy (and the product is jointly continuous in this norm), the 
above results extend to the algebra .x/ 0 finitely generated by 
the Weyl operators W(F) , FEY. Furthermore, in any repre­
sentation of IF on a suitable dense domain 

d QA (A) di!" R 

and therefore (on that domain) 

..!!...-{3).(A)I =ilim[QR.A]· 
dA A 0 R-oo 

(7.8) 

(7.9) 

This shows that one ofthe crucial (technical) assumptions 
of the Goldstone theorem is satisfied by the chiral symmetry 
{3A (and by l' as well). 

The next step is to check that the charge (density) 1T(X) 

which generates the chiral symmetry is integrable as a com­
mutator [for more details see Sec. 4, Eq. (4.4) of Ref. 6]. In 
fact, on a suitable dense domain in which Eq. (7.9) holds, we 
have 

F = (fl,J2)EY, and clearly we have integrability in x. This 
property obviously extends to the algebra .x/ o. 

Finally, as shown in the previous section, pA , AER, and 
ah, tER, generate the three-parameter group f1 on §, iso­
morphic to rotations and translations in the plane (A,fl) and 
therefore condition {3' of Ref. 6 is satisfied (and therefore 
also condition{3 holds). This means that only a finite num­
ber of charges QR (t), fER, associated to the time evolution 
of the chiral charge, are independent: here one has only two 
independent charges and one can take 1T( fR ) and q;( fR ). 

The analogous condition in terms of "classical motion 
at infinity" also holds as a consequence of Eqs. (6.12), the 
motion of the variable at infinity q; 00 associated to the break­
ing of chiral symmetry involves only another variable at in­
finity 1T 00 and it actually is a periodic motion with frequency 

We can then apply the generalized Goldstone theorem 
of Ref. 6, to show that the spontaneous breaking of chiral 
symmetry 
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implies the existence of generalized Goldstone's bosons with 

nonzero energy E = m = ,J7 in the limit k=O (mass gap as­
sociated to chiral symmetry breaking). They are, in fact, the 
elementary excitations ofthe theory. 

VIII. THE CHIRAL SCHWINGER MODEL 

A similar discussion can also be done for the chiral 
Schwinger model described by the following (formal) Ham­
iltonian in bosonized form: 

H = ~ f dx[r + (a,tp)2] 

Introdllcing as in Sec. III an infrared cutoff 

V(x) = U~I- VL (x) =~lxlfL (x) , 

one gets a regularized dynamics ai with 

ai cl>(F) =ai(tp(f,) + 17"<'1;») 

= cl>(Fi) = cl>(eKLtF) , 

_ _(-ikVL -k
2
(1+VL») 

KL(k) - 1 + V
L 

-ikV
L 

. 

(8.2) 

(8.3) 

The existence of a vacuum state w amounts to the existence 
of a positive matrix M(k} with w(W(F») 
= exp{ - 1[F,F 1M} (see Sec. II) and the invariance of w 

under time translations requires 
-t - --KLM= -MKL • (8.4) 

i.e., 

- - - 2-MI2 = - M 21 , M22 = k Mll . (8.5) 

Furthermore, the condition that M defines a real quadratic 
form on the real functions F(x) yields that M can be taken 
Hermitian and actually such that 

Mij(k) =Mij( - k) . (8.6) 

On the other hand, condition (2.18) gives MI2 = M21 and 
MnM22 - Mi2 = 1; therefore, by Eq. (8.5), Mil = 0 
=M2l> andM22 = Ikl· 

To obtain the energy spectrum, we start by looking at 
the eigenvalues of KL (k) 

,1,1 = ik, ,1,2 = - ik - 2ikVL (k) . (8.7) 

Thusthefieldaltp -17"ismassless, whereas the field a,tp + 17" 
has a frequency spectrum given by 

wdk) = - k(1 + 2Vd . (8.8) 

One can show that the space-time translationally invariant 
ground state w defines a representation in which the energy 
spectrum is positive. Equation (8.7) then implies that in the 
lim L -+ !XI the energy spectrum of the elementary excitations 
is given 

w(k) = k, for k>O, 

w(k) = Woo (k) = - (k + elk), for k < O. 

This is clearly a pathological spectrum since it is unbounded 
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for k -0. Furthermore, this spectrum is not compatible with 
relativistic invariance and with locality. 
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APPENDIX: PROOF OF PROPOSITION 4.1 

(A) Since ailf = If aL the convergence on the 
states (4.1) is independent of A, and it suflices2l to consider 
the case A, = O. We will denote by'll: the ground (Fock) 
state corresponding to w M • 

We start by considering the strong convergence of 

ai(W(F»)W(G)'II~, VF,GeY. (Al) 

Since 

II [W(Fi) - W(Fi,)] W(G)'II~II2 

= 2(1 - Re{ exp( - H Fi - Fi,,Fi - Fi, ]M 

+ i(Fi - Fi"G) + (i/2) (Fi,Fi, »}), (AI') 

this is equivalent to the convergence of Fi in the norm" 11M 
defined by the positive scalar product [".] M, which also 
dominates the symplectic form [Eq. (2.7)]. Now, we have 

IWi -Fi,IIM = f dkBj;;·L'(k)/j(k)im(k) , (A2) 

B t,L,L'-(A t At )tM (At At) (A3) jm = L' - L jt i1 L' - L 1m' 

and Bj;;,L'(k)-.O pointwisely, as a consequence of 
VL (k) - V(k) [which implies WL (k) ->w(k)] and there­
fore by the Lebesgue dominated convergence theorem it is 
enough to boundBuniformly in L,L " by a locally integrable 
function of k, In fact, since 

I WL I sin wLt I <wL I (wL It I) = It I , (A4) 

we have 

IBul<4[(1 + a2)I/2r-l + (1 + a 2)1/2rt 2 + 21allt I] , 
(A4') 

IB22 I <4[ (1 + a 2) l/2r-l(s~p WL (k»)2 

+ (1 + a2) 1/2r + 2lals~p (WL (k»] , 

and the rhs's are elements of L 1100 by (2.18) and (4.2). A 
similar bound for the off diagonal element B 12 = B21 follows 
from det(A iMA i,) = 1: 

Bi2 =B lIB22 -1<BI1B22' 

Hence 

II 11M - lim Fi =FfsA 'Fe.7, 
L-co 

(AS) 

(A6) 

where F t is (II 11M equivalent to) a C"" function which for 
k #0 is the pointwise limit of Fi (k), and 

At (coswt, w-1Sinwt) , w=~P+e2. (A7) 
- w sm wt cos wt 

Equation (4.10) implies thatthe vectors (4.5) are strongly 
convergent. 

Furthermore, since the linear span J)M generated by the 
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vectors of the form l:i Ai W( Gi ) 'I'(j1, with GiEY and l: a 
finite sum, is strongly dense in the Fock space:Jr'M defined 
by 'I'(j1, and II W( FU II = 1, V L, one gets the convergence of 
W (F~) on:Jr'M. Moreover, since the Weyl operators are 
bounded, one has the strong convergence of the norm limits 

N 

norm-lim L ai W (A ~Fi ) 
N-oo ;= 1 

and therefore the strong convergence23 of a~ on the whole 
algebra .xt. 

(B) To determine the mapping (a t )* we consider the 
limL_ "" (aU * on the states (=fYI.A ) of the form 

¢/j,;,f'(&') = CU M•A (W( G1 ).xtW( G2 »), 
(A8) 

and we have [by Eq. (4.10) andi~.L (0) =il,L (0), VL] 

lim CUM •A (W(GI)a~(W(F»)) W(G2 ) 
L-"" 

= exp{ - !IIG1 + G2 + Ft 11M }exp iJ.}1 (0) 

Xexp{ - (i12) «G1,G2 ) + (GI,Ft) + (F t,G2»} 

= tP~G·G2-'(W(F»), (A9) 

where 

(AIO) 

One can easily check that if M satisfies conditions (4.2), so 
does M t and the state (A9) is a state of the form (A8). In 
fact, by a bound similar to that used for B [Eqs. (A4), 
(A4')] we get 

IM I1 (t) I <Mil +M22t2 + 21M1211t I, 
IM22 (t) I <MIlCU2 + M22 + 2M12cu, 

and since cu (k) is locally bounded we obtain Eq. (4.2). Since 
det M(t) = det M, a similar bound is obtained for M I2 (t) 

[see Eq. (AS)]. Thus (at) * maps states of the form (A8) 
into states of the same form. Furthermore, since (a t )* is 
always continuous in norm and strongly convergent vectors 
define states which converge in norm, (at) * maps the pure 
states of :Jr'M.A [norm limit of states defined by linear combi­
nation of vectors appearing in Eq. (A8)] into states which 
are the norm limits of states of the same form in :Jr'M.A , i.e., 

pure states of :Jr'M'.A, V M,A. In conclusion, Eq. (4.3) holds. 
On the states of fYI.A [see Eq. (A8)] the group proper­

ty of (at) * follows from the group property of At; since 
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fYI.A is dense in :Jr'M.A and (a t )* is norm continuous, the 
property holds on all the states of :Jr'M.A, V M.A. 

(C) Property (C) follows from (B) according to Prop­
ositions 2.2 and 2.3 of Ref. 6. 

IJ. Schwinger, Phys. Rev. 128, 2425 (1962); J. Lowenstein and A. Swieca, 
Ann. Phys. (NY) 68, 172 (1971). 

2S. Coleman, Phys. Rev. D 11, 2088 (1975); S. Mandelstam, ibid. 11,3026 
(1975). 

3 A. L. Carey and S. N. M. Ruijsenaars, "On fermion gauge groups, current 
algebras and Kac-Moody algebras," preprint. 

4J. Kogut and L. Susskind, Phys. Rev. D 11, 3594 (1975); L. Susskind, 
"Lectures at Les Houches Summer School," in Weak and Electromagnet­
ic Interactions at High Energy, Les Houches Summer School XXIX, 1976 
(North-Holland, Amsterdam, 1977). 

5S. Coleman, R. Jackiw, and L. Susskind, Ann. Phys. (NY) 93, 267 
( 1975). 

6G. Morchio and F. Strocchi, Commun. Math. Phys. 99, 153 (1985). 
7G. Morchio and F. Strocchi, ISAS report No. 35/84/E.P. 
8G. Morchio and F. Strocchi, J. Math. Phys. 28, 622 (1987). 
9In particular, the removal of the infrared cutoff in the dynamics, the iden­
tification of the essentially local algebra sff I' the local generation of sym­
metries, the definition of the effective dynamics, etc. look rather instruc­
tive in this model. 

lOG. Morchio and F. Strocchi, "Infrared problem in QED, Higgs phenome­
non and long-range interactions," lectures at the Erice School on Funda­
mental Problems in Gauge Field Theory, edited by G. Velo and A. S. 
Wightman (Plenum, New York, 1986). 

lIT. w. Kibble, Proceedings o/the International Conference on Elementary 
Particles (Oxford, New York, 1965). 

12G. Morchio and F. Strocchi, Ann. Phys. (NY) 170,310 (1986). 
130. Brattelli and D. W. Robinson, Operator Algebras and Quantum Statis­

tical Mechanics (Springer, Berlin, 1979), Vol. I. 
14That is, the strong continuity of W(AP) with respect to AE<C. 
"For example, by considering a Fock representation of sff corresponding to 

a nonzero mass. 
I~hese details will be discussed separately in a more general framework. 
17Since det M = I, this also implies Ml2EL toe. 

I "In the following we will often drop the " since the states IF are uniquely 
determined by Eq. (4.1). 

19C1early, since fields are singular objects (actually distributions), the 
meaning of tp( 00) is problematic. 

2°A possible choice is /1 .• (x) = /(x/R. )/R., with f /(x)dx = I, 
R. = nR; thenil .• converges to zero pointwisely almost everywhere and 
Eq. (5.1) holds because My (k)E L lloe' 

2IMore generally, one can construct the states §{M} associated to a family 
{w M.A } of states, stable under (at) •. If M is an arbitrary matrix satisfying 
(4.2), then the corresponding §{M} ::J IF and (a;1 ). does not map IF into IF, 
so that a~ is not IF -weakly continuous. 

"This can also be checked explicitly by applying the argument below to 

wM.A.· 

23Convergence of F~ to F t E.Y in the norm II 11M has nothing to do with the 
norm convergence of W (F~ ), which is in fact excluded by the appear­
ance of variables at infinity [see Eq. (5.8)]. 

G. Marchio and F. Strocchi 1919 



                                                                                                                                    

Cosmological models in globally geodesic coordinates. I. Metric 
Liu Hongya 
Department 0/ Physics. Zhengzhou University. Zhengzhou. Henan. People's Republic o/China 

(Received 8 July 1986; accepted for publication 25 February 1987) 

A thought method of measuring distances and recording times by using light signals and the 
observer's own clock is introduced into cosmological models of homogeneous and isotropic 
universes. From this a coordinate transformation that brings the Robertson-Walker metric 
into a new coordinate system is derived. Iris found that this system is a globally geodesic 
coordinate system that reduces to a local inertial frame at the position of the observer who is 
moving freely with the cosmological tluid. 

I. INTRODUCTION 

Einstein's principle of equivalence says that in a small 
region of space-time one cannot in principle distinguish 
between the action of a gravitational field and an accelera­
tion locally. In other words, a freely falling observer in a 
gravitational field cannot detect the gravitational field by 
physical experiments in his immediate neighborhood; for 
him all events occur as in an inertial system. Mathematically 
this· principle of equivalence can be expressed as follows: 
Given any point Po in a Riemann space-time, there exist 
coordinate systems in which 

g" .. (Po) = 11" .. , 

g" ... a (Po) = 0 , 

(1) 

(2) 

where 11" .. is the Minkowski metric and g" .. ,a =.ag" .. laxa
• 

Such coordinate systems are said to be local inertial frames. 
The metric g" .. describes the behavior of clocks and sticks in 
these frames, exactly as in special relativity. In such a sys­
tem, the usual laws of electrodynamics, mechanics, etc., in 
the special relativistic form are locally valid. 

Local geodesic coordinate systems at Po are those in 
which geodesics of freely falling particles are straight lines. 
They satisfy the same conditions (1) and (2) and therefore 
are identified with local inertial frames at PO•

1
,2 In many 

applications one is interested in the outcome measurements 
performed by a special observer; then one will link the coor­
dinate system with the observer. Thus the coordinate system 
naturally has a physical meaning. The local geodesic coordi­
nate system of a freely falling observer at the point in ques­
tion is the best approximation to the Minkowski world. 
However, it can only be introduced in the immediate neigh­
borhood of the point, and hence the intluence of the space 
curvature could not be described within that system. For this 
purpose the natural way for the observer is to extend the 
coordinate axes of this frame to larger distances along geo­
desic lines. Thus the observer can set up a global coordinate 
system that reduces to a local geodesic coordinate system at 
the point of the space-time, and therefore we can call this 
system a globally geodesic coordinate system accordingly. 
In this system the influence of the space curvature can di­
rectly be retlected by the deviation of g" .. from the Minkow­
ski metric, and the freely falling observer can establish the 
action of the gravitational field by examining larger regions 
of space-time conveniently. 

One of the significant fields, for which such systems are 
appropriate to be used, is the observation of gravitational 

waves. In that case if, say, an observer on the Earth observes 
the motion of the moon in the field of gravitational waves, he 
may find that his own globally geodesic coordinate system is 
possibly the most suitable frame for him, since he is a freely 
falling observer and the Earth is a freely· falling particle. 
Some research has been done and some interesting results 
have been derived. 3,4 

Another field is the cosmological models in which all 
particles are moving freely. Our galaxy is one of these freely 
falling particles on which a properly constructed globally 
geodesic coordinate system is possible and may have a par­
ticular significance. The goal of this paper is to set up such a 
system of a typical galaxy and to study the properties of the 
metric tensor in the system. 

II. CONSTRUCTION OF THE COORDINATES 

Most cosmological models are based upon the cosmolo­
gical principle, i.e., the homogeneity and isotropy of the uni­
verse. Such models use a comoving coordinate system S in 
which the metric tensor takes the Robertson-Walker form, 

where a (t) is the expansion factor of the universe, k is the 
constant curvature of the space; the coordinate time t is a 
cosmic time that reduces to the proper time at each typical 
galaxy, and the space coordinates (,f,O,rp) are comoving, that 
is, the cosmological tluid is always at rest relative to these 
space coordinates. 

Now we need a coordinate transformation that could 
bring the metric (3) from S into the globally geodesic system 
S. The usual method, as described in many textbooks,S could 
not provide us with a globally rigorous coordinate transfor­
mation. We shall try to find another way. 

As a starting point we notice the method used in special 
relativity by an observer at the origin of a inertial frame, that 
is, he measures the trajectory of a moving particle by sending 
and receiving light signals with an assumption on the invar­
iance of the light speed. Such a method may be helpful for us 
to construct the system S of a freely falling observer in cos­
mological models. We take the following method, which is, 
of course, a thought method of cosmological measurement 
for time and distance of galaxies. Put the origin of the three 
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space coordinates on a typical galaxy moving with the cos­
mological fluid. Assume that an observer 0 is rested on the 
origin and he possesses a standard clock from which he can 
read out his own proper time. He measures the distance to 
any galaxy by sending and receiving light signals and records 
times of the events that the signals arrive at and are reflected 
by galaxies by using his own clock and a constraint that the 
radial velocity oflight be invariant and be equal to the con­
stant light speed as in special relativity. 

Now consider the following process. The observer 0 at 
the origin sent out a single light signal at time t l' This signal 
was reflected by a typical galaxy P and then returned. It 
arrived at the observer and was received at time t z. Times t1 

and t2 are recorded by the observer's clock. The event P may 
be denoted by p(i,f) in S and by P(t,r) in S. Then from the 
assumption for the light speed we have 

t = 1 (t 1 + t2), r = 1 (tz - t j) , (4) 

where the units are chosen such that c = 1. The relationship 
between (i,r) and (t,r) can be derived by using the line ele­
ment (3). Since light signals satisfy dsz = 0, we get two 
equations corresponding to the travels of the light signal 
from 0 to P and P to 0, respectively, as follows: 

r dr' ft dt' 
Jo >/1- kr'2 = t, a(t') , 

(5) r dr' rt
, dt' 

Jo ~ 1 - kr'2 = J, a (t ') . 

Note thatt j = tj and tz = t2, since the two definitions of time 
in the two systems coincide at the origin. 

Define 

- J dr - J dt f(r)=- , F(t)=- --, 
~1 - kP a(t) 

(6) 

and let f (0) = 0, then Eqs. (5) become 

f(r) =F(t) -F(tj)' f(r) =F(t2) -F(t). (5' ) 

From Eqs. (4), t 1 and tz can be expressed through t and r as 

t 1 = t - r, t2 = t + r . ( 4') 

Substituting (4') into (5') and solving (5'), we obtain 

f(r)=HF(t+r)-F(t-r)] , (7) 

F(t)=HF(t+r)+F(t-r)]. (8) 

Ifwe make partial derivatives of Eqs. (7) and (8) with re­
spect to t and r, respectively, and take the definitions (6) into 
account, we get a coordinate transformation as follows: 

at 1 (-) [1 1] -=--at + , 
at 2 a (t + r) a (t - r) 

(9a) 

at = ~ (t) [ 1 _ 1 ] , 
ar 2 a (t + r) a (t - r) 

(9b) 

ar =.2.-~ 1 _ kP [ 1 _ 1 ] , 
at 2 aCt + r) a(t - r) 

(9c) 

ar =.2.-~ 1 _ kP [ 1 + 1 ] . 
ar 2 a (t + r) a (t - r) 

(9d) 

By the transformation law 
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ax" axv 
_ 

ga!3 = axa aX!3 g"v , 

the metric tensor in the new coordinate system is found to be 

ds2 = [az(t)/a(t + r)a(t - r)] (dt z - dr) 

- Pa2 (t) (de 2 + sinz e drp 2) . (10) 

III. LOCAL PROPERTIES OF THE COORDINATES 

In this section we shall study the local properties of the 
metric (10). To make comparison with conditions (1) and 
(2) easier, we express (10) into rectangular coordinates as 

ds2 = aZ(t) dt2 _ Paz(t) dX 2 
a(t + r)a(t - r) r 

_ [ a
2
(t) _ Pa

2
(t)] (X'dX)Z 

a(t+r)a(t-r) r r 

where X is the position three-vector, 

dX z = dx2 + dy2 + dz2, 

X·dX = x dx + ydy + zdz = rdr, 

r = x 2 + y2 + zZ . 

(11) 

(12) 

We denote the origin of the frame as Po, then Eqs. (7), 
( 8 ), and (6) yield 

(13) 

These are trivial results because we have set the two origins 
of the two systems at the same point where the two times t 
and t reduce to the proper time of the same observer. Then 
we can show that the metric ( 11) satisfies the conditions ( 1 ) 
and (2) at the origin Po of the frame (see the Appendix). So 
we arrive at a conclusion that our coordinate system con­
structed in Sec. II reduces indeed to a local inertial frame at 
its origin. 

Note that the coordinate transformation (9) is not only 
a local but also a global transformation, and the metric (10) 
is a rigorous metric, therefore we call the system a globally 
geodesic coordinate system. 

Another property of the metric (10) is also worth men­
tioning. That is, since for light signals we have ds = 0, their 
radial velocity is invariant at any point of the space-time. 
This is consistent with the method by which the frame is 
constructed in Sec. II. 

IV. CONCLUSION 

In this paper we have derived a rigorous metric describ­
ing homogeneous and isotropic universes in a globally geo­
desic coordinate system. The system reduces to a local iner­
tial frame at its origin on which a freely falling observer 
moving with the fluid is rested. Therefore it is a naturally 
space-extended system of the observer's local inertial frame. 
Because the metric is rigorous globally, it may provide us 
with some interesting knowledge about the global picture of 
observations of the universe, i.e., about what the expanding 
universe looks like to a freely falling observer who carries a 
standard clock and measures the distances of the galaxies 
with the use of light signals. In another aspect, since the 
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frame reduces to a local inertial frame at the origin, it may 
provide us with a background metric in a neighborhood of 
the origin. This background metric may be the best approxi­
mation of the Minkowski metric with a higher-order correc­
tion due to the cosmological field. 
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APPENDIX: VERIFICATION OF CONDITIONS (1) AND (2) 

In this appendix we shall show that the metric (11) of 
the main text satisfies conditions ( 1 ) and (2) oflocal inertial 
frames at the origin Po of the coordinates, i.e., at the point 
r=O. 

From Eqs. (9) we find, with the use of Eqs. (13), that 

at ;fi 
-(Po) = 1, -(Po) = 0, 
at ar (AI) 
Of Of 1 
-(Po) = 0, -(Po) = -. 
~ ~ a(n 

Then, from (13) and (AI), we get 

a
2
(i) (Po) = 1, 

a(t + r)a(t - r) 

[ra(t)/r] (Po) ==lim [ra(t)/r] 
r_O 

(A2) 

= lim Of/ar _ = 1. 
r_O (a /ar)(r/a(t») 

Substituting (A2) into the metric (11), we see that condi­
tion (1) is satisfied. 

The verification of condition (2) is rather complicated. 
From the metric (11) we can see that in order to verify con­
dition (2) we need to calculate partial derivatives of two 
expressions 

a2 (t) 
d 

ra(t) 
an --

r 
(A3) 

a(t + r)a(t - r) 

at Po with respect to t and Xi (i = 1,2,3), respectively. We 
shall show that all these partial derivatives are equal to zero 
at the point r = 0 (or tend to zero as r ..... O). First we find 

!..[ . a2
(t) ] (Po) 

at a(t + r)a(t - r) 

_ a2(t) [2 aCt) at 
- a(t + r)a(t - r) a(t) at 

_ a(t + r) _ a(t - r)] (Po) 
a(t+r) a(t-r) 

=0, (A4) 

where we have used Eqs. (13) and (Al). From (13) and 
(AI) we also find 

!..[ a
2
(t) ] (Po) 

ar aCt + r)a(t - r) 
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= a
2(t) [2 a(t) at 

aCt + r)a(t - r) aCt) ar 

_ a(t + r) + a(t - r)](Po) 
a(t+r) a(t-r) 

=0. 

Therefore we have 

~[ a
2
(t) ] (Po) 

ax' aCt + r)a(t - r) 

= ~!..[ a
2
(t) ] (Po) 

axi ar a(t + r)a(t - r) 

=0, 

where i takes the values 1,2,3 only. 

(AS) 

(A6) 

Now we proceed to deal with the second term of (A3). 
From (9c) and (9d) we find that 

a 2r (P. ) _ { 1 kr [1 1] Of 
~at 0 - - 2 ~1-k'P a(t+r) - a(t-r) ar 

+J...~I-k'P[- a(t+r) 
2 a2(t + r) 

_ a(t-r)]}(po) 
a2(t - r) 

= - a (t)/a2(t) , (A7) 

a
2
r(Po) = {_ J... kr [ 1 + 1 ]Of 

ar 2 ~1 - k'P a(t + r) a(t - r) ar 

+J...~I-k'P[- a(t+r) 
2 a2(t + r) 

+ a(t - r) ]}(Po) 
a2(t - r) 

=0. (A8) 

We then find, by using (Al), (A7), and (A8), that 

r(p') li r l' Of 1 - 0 == m-= Im-=--, 
r r-or r-oar a(t) 

(A9) 

!..(~)(po) ==lim!..(~) = lim"!"(Of - ~) 
ar r r-oar r r_O r ar r 

= lim!"(Of _ ~) = lima 2r _ lim!.. ~ 
r-oar ar r r-oar r-oar r 

= -lim!..~, 
r-oar r 

therefore 

!..(~)(po) = 0 . 
ar r 

(All) 

Now we find 

!..[ ra(t) ] (Po) ==lim!..[ ra(t)] 
at r r-oat r 

= lim[ ra(t) at + a(t)!..(~)] 
r-O r at at r 
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. I' f ()1' a (f) =a(t) lm-+a t Im--r--.or r-oat r 
a(t) 

aU) 

=0, 

act) 
aCt) 

(A12) 

where we have used Eqs. (13), (Al), (A9),and (AlO);and 

~[fa(i) ] (Po) =lim~[ fa (i) 1 
ar r r--oar r 

I, [ fa (i) at (-t) a (f)] = 1m ---+a --r_O r ar ar r 

. [fa(t) at] . a (f) = hm --- + a (t)hm- -r_O r ar r-oar r 
=0, (A13) 

where we have used (13), (AI), (A9), and (All), Thus 
from (A13) we find 

1923 J. Math. Phys., Vol. 28, No.8, August 1987 

~[fa(t) ] (Po) = ~ ~[fa(i) ] (Po) 
ax' r ax' ar r 

=lim~ ~[fa(t) ] 
r-oax' ar r 

=0, (A14) 

wherei= 1,2,3, Then we see, from (A4), (A6), (A12),and 
(A 14), that the metric (11) also satisfies condition (2), 

'w. Rindler, Essential Relativity (Springer, New York, 1977), 2nd ed., p. 
131. 

zH. Stephani, General Relativity (Cambridge V.P., Cambridge, 1982), pp, 
20 and 66, 

'L. P. Grishchuk and A. G. Polnarev, in General Relativity and Gravitation, 
edited by A. Held (Plenum, New York, 1980), Vol. 2, p. 393. 

4H. Liu, in Proceedings of the Third Marcel Grossmann Meeting on General 
Relativity, Part B, edited by Hu Ning (Science/North-Holland, Beijing, 
1983), p. 1407. 

5See, for example, C. W. Misner, K. S. Thome, and J. A. Wheeler, Gravita­
tion (Freeman, San Francisco, 1973), p. 285. 
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Cosmological models in globally geodesic coordinates. II. 
Near-field approximation 

Liu Hongya 
Department 0/ Physics, Zhengzhou University, Zhengzhou, Henan, People's Republic o/China 

(Received 8 July 1986; accepted for publication 25 February 1987) 

A near-field approximation dealing with the cosmological field near a typical freely falling 
observer is developed within the framework established in the preceding paper [J. Math. Phys. 
28, 1920 ( 1987) J. It is found that for the matter-dominated era the standard cosmological 
model of general relativity contains the Newtonian cosmological model, proposed by 
Zel'dovich, as its near-field approximation in the observer's globally geodesic coordinate 
system. 

I. INTRODUCTION 

In the preceding paperl we have derived a coordinate 
transformation as 

f Cf) = HF(t + r) - F(t r)], 

F(I) =![F(t+r) +F(t r)], 

where f and F are defined as 

f(r)=f dr , 
~l-kP 

- f it F(t)= -- . 
aCt) 

(I) 

(2) 

(3a) 

(3b) 

This transformation transforms the Robertson-Walker met­
ric 

ds2 =dt 2 _a2(t)[ I ~r +rdtP+rsin20dip2] (4) 

of the homogeneous and isotropic universe from a comoving 
coordinate system into a glObally geodesic coordinate sys­
tem of a freely falling observer with the form 

tJs2 = a
2
(t) (dt 2 _ dr) 

a(t + r)a(t - r) 

_ ra2 (t) (dO 2 + sin2 0 dip 2) • (5) 

For a given point P in the cosmological field, all t, r, t, and r 
have definite interpretations: t is the proper time of P; r is the 
comoving radius, or comoving distance, of P to the origin; t 
and r are the measured time and distance of the point P by 
the observer at the origin who uses a standard clock and a 
constraint on the invariance of the radial speed oflight; and t 
and t coincide and both reduce to observer's proper time at 
the origin r = O. 

The metric (5) reduces to a local inertial frame at the 
origin of the system. 1 Therefore in a neighborhood of the 
origin the metric (5) must deviate only slightly from that of 
a ftat space-time, i.e., the gravitational field near the freely 
falling observer at the origin is weak. So a weak field approxi­
mation of a local universe can be developed. 

It is well known that the correspondence principle is a 
fundamental principle in physics. This principle says that a 
newer, more accurate theory must contain the predecessor 
as one of its limiting cases. The general relativity has a par­
ticularly rich correspondence structure.2 That is, it has as 

distinct limiting cases (a) special relativity; (b) the linear­
ized theory of gravity; (c) Newton's theory of gravity; and 
(d) the post-Newtonian theory of gravity. We shall see in 
this paper that all of these limits can be arrived at by develop­
ing a near-field approximation in a region near the origin of 
the globally geodesic system. 

There are mainly two reasons to believe that the local 
properties of the universe are described by Newtonian the­
ory. One is based on Birkhotfs theorem3

; another is based on 
the correspondence principle between general relativity and 
Newton's theory.4-6 The first Newtonian treatment of a stat­
ic cosmological ftuid was given by Jeans in 1902.7 His work 
proved to be of utmost importance in the problem of the 
formation of galaxies, but such a static background does not 
describe the actual situation in our Universe. The possibility 
of describing an expanding universe by Newtonian theory is 
carefully studied by Zel'dovich.6 He obtained a set of equa­
tions that corresponds to the idea of a homogeneous and 
isotropic universe. We shall show in Sec. V that Zel'dovich's 
model of an expanding universe is contained in the standard 
cosmological model of general relativity as a limiting case, 
and therefore can be regarded as its Newtonian approxima­
tion in the globally geodesic coordinate system. 

II. NEAR-FIELD APPROXIMATION 

We define "near-field" as a space region around the ori­
gin of the coordinates of ( 5 ), provided that in this region the 
condition 

(6) 

is satisfied everywhere. We know that t is the proper time of 
the observer and therefore the "age" of the universe. This 
"age" has the same order of magnitUde as the space scale of 
the whole universe. Then we see that the condition (6) holds 
if the space region considered by the observer is much 
smaller than the space scale of the whole universe. 

We can choose the units to make t-l, and then condi­
tion (6) means that r is a small parameter and we can expand 
all required quantities into a power series of the small param­
eter r. 

We shall not follow the normal procedure of weak field 
approximation in this section. Taking account of the parti­
cularity of the problem, we shall adopt a new technique to 
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obtain directly the power-series expansions of the coordinate 
transformation (1) and (2), the expansion factor aCt), and 
the metric tensor (5). 

Let us first consider the coordinate transformation (1) 

and (2). All functions appearing in these equations can be 
expanded in a Taylor series as follows: 

F(t) = F(t) + F(t) (i - t) + !F(t) (t - t)2 

+!F(t)(t-t)3+ ... , (7) 

F(t + r) = F(t) + Fet)r + !Fet)r 

+ ~F(t)? + ~F(t)r4 + ... , (8) 

F(t - r) = F(t) - F(t)r + !F(t)r 

-!F(t)?+~F(t)r4- ... , (9) 

whereFet) == (d Idt)F(t) , etc.,f(r) can be expanded, by us­
ing (3a), as 

fU) =J dr 
~1-kP 

= J (1 + +kr + ... )dr 

=r+ikr + .... ( 10) 

To make Eqs. (7) and (10) power series of r, we assume t 
and r to be of the form 

t = t + b,r + b2r + b3? + ... , (11) 

r=clr+c2r+c3?+c4r4+ .... (12) 

Put (11) and (12) into (7) and (10), respectively, we find 

F(i) =F(t) +b,F(t)r+ [b2F(t) +!(b l )2F(t)]r 

+ [b3F(t) + b1b2 F(t) + i(b , )3F(t)]? + ... , 
(13 ) 

fU) =c1r+c2r+ [c3+!k(c/)]r' 

+ [c4 + !k(c1)2c2 ]r4 + ... . (14) 

Substituting Eqs. (8), (9), ( 13), and (14) into Eqs. (l) and 
(2), respectively, and equating the coefficients of rn on both 
sides of these equations, gives 

b , = 0, b2 = Fet)!2Fet) , bJ = 0, ... , 

c1=F(t) , c2=0, c3 = iF(t)-ikF3(t), c4 =0, .... 
(15) 

From (3b) we can see that 

Fet) = _1_, Fet) = _ aCt) 
a(t) a2 (t) , 

... a(t)a(t) - 2a2(t) 
F(t) = - ---'---'----'--'---'-'--

a3 (t) 

(16) 

Thus we find, from (11), (12), (15), and (16), the required 
expansions of t and r of the form 

t = t - ~ aCt) r + 0(r4) , 
2 aCt) 

- 1 a(t)a(t) - 2a2 (t) + k 3 0( . .5) r---r- r + r 
- a (t ) 6a3 ( t) , 

where O(rn ) represents terms of order rn . 
The Taylor series of the expansion factor a(i) is 
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(17) 

(18) 

aCt) = a(t) + aCt) (i - t) + !a(t)(t - t)2 + ... . (19) 

On applying (17), we obtain 

aCt) = a(t) [1 - ~ a:(t) r + 0(r4)] . (20) 
2 a (t) 

To obtain the required expansion of the metric (5), we 
need also to expand a(t + r) and a(t - r) into Taylor series: 

a(t+r) =a(t)[1 + a(t) r+~ a(t) r2 
a(t) 2 a(t) 

+~a(t)?+O(r4)], (21) 
6 a(t) 

a(t-r) =a(t) l---r+---r [ 
a(t) 1 a(t) 

a(t) 2 a(t) 

_ ~ aCt) ? + 0(r4)] . 
6 a(t) 

(22) 

Ifwe put (20)-(22) and (18) into (5), we get a series expan­
sion of the metric tensor (5) as follows: 

a2 (t) a(t)2 4 
goo = - gil = = 1 - -- r + OCr ) , 

aCt + r)a(t - r) a(t) 

g22 = (llsin 2(})g33 = - ra2(t) 

= _ r[ 1 _ ~ a(t)a(t) + a2
(t) + k r + 0(r4 )] • 

3 a2 (t) 
(23) 

Here we make a few remarks about Eqs. (17) and ( 18), 
which provide us with not only a coordinate transformation, 
but, remembering the physical interpretations of t and r, 
these two equations in fact also provide us with a full descrip­
tion of the trajectory of any comoving particles near the ori­
gin observed in the globally geodesic coordinate system. 
Now let us consider another case in which a test particle 
moves arbitrarily in the field. This particle need not be a 
comoving particle; its motion may deviate from the back­
ground fluid, and therefore t and r may lose their special 
interpretations as the proper times and the comoving radius 
of the considered object. In this case we must regard (17) 
and (18) as only a coordinate transformation, and regard 
(23) as a background metric where a (t) satisfies Einstein's 
field equations (see Sec. IV). The trajectory of this test parti­
cle is determined naturally by the geodesic equations and 
approximates to a straight line near the origin. 

III. EQUATIONS OF MOTION OF PERFECT FLUID 

In this section we shall study the near-field approxima­
tion of equations of hydrodynamics for the cosmological 
perfect fluid. 

The energy-momentum tensor of a perfect fluid takes 
the form 

T"v = (p + p)ul1uv _ pg"V, (24) 

where u" , p, and p are the four-velocity, mass density, and 
pressure of the fluid, respectively. The conservation of the 
energy-momentum (24) gives the well-known equations of 
motion of the perfect fluid ass 

[(p+p)UVJ;v =P.v u", 

(p + p)ul1;vUV = P.v (g 111' - u"UV
) • 
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In order to find the orders of all the quantities appearing in 
these two equations, we consider first the order of the four­
velocity. In the comoving system it has the components 
ito = I, U j = 0 (i = 1,2,3). From the transformation law 

ax" _ 
U =-u 

a axa " 

and by using (17), we obtain its components in the globally 
geodesic coordinate system of (5) as 

_ at _ 1 1 a(t)a(t) - a2(t) _2 O( 4) 
Uo--- -- r+ r , 

at 2 a2 (t) 

U 1 = at = a(t) r + 0(i3) . 
ar a(t) 

Then, from (23), we find 

0_ 00 _ 1 + 1 a(t)a(t) + a2
(t) _2 O( 4) 

U - g Uo - - r + r , 
2 a2(t) 

u l = gllu1 = [a(t)/a(t)]r + 0(i3) . (27) 

From (17) we find 

p =p(t) =p(t) + O(r'l) , 

p = pet) = p(t) + O(r'l) . 
(28) 

Assume p and p to be quantities of same order, i.e., of zero­
orderofr, then we can summarize, from (27) and (28), that 

quantities of order fJ: p, p, p,o, P,o, uo, u:j , 

quantities of order rl: P.i> p,;, uf
, u~, u:o , (29) 

quantities of order r'l: uO,o, 

where i andj take the values of 1,2, 3 only. The orders ofg"" 
and their partial derivatives can be directly found from (23). 

If we make an approximation of Eq. (25) up to the zero 
order of r, we get an equation that can be rewritten in a more 
familiar form 

ap +V.[(p+p)V] +O(r'l) =0, 
at 

(30) 

where V is the usual three-velocity of the fluid. Up to the first 
order of r, Eq. (26) (for Jl = i) reduces to 

av + (V.V)V + 0(i3) 
at 

1 1 ( ap ) = --Vgoo --- Vp+V- . 
2 P +p at 

(31) 

Equations (30) and (31) constitute the equations of motion 
of the nearby cosmological fluid in globally geodesic coordi­
nate systems with a background metric (23) and with accur­
acies in fact to first and second orders of r, respectively. 

IV. FIELD EQUATIONS OF GRAVITATION 

The gravitational field equations are dependent upon 
the variety of cosmological models theories of gravity. In 
this section we consider only the standard cosmological 
model of general relativity known as the Robertson-Walk­
er-Friedmann universe with metric tensor (4) and field 
equations3 

a2(t) + k = ~1TGp(t)a2(t) , (32) 

p(t) + 3[a(t)/a(t)][ pet) + p(t») = 0, (33) 
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where a(t) = (d /dt)a(t), p(t) = (d /dt) pet). The ver­
sion of these two equations in globally geodesic coordin!lte 
systems can be obtained simply by changing the variable t to 
t. Thus we find 

a2(t) + k = J1TGp(t)a2(t) , (34) 

p(t) + 3[a(t)/a(t)][ p(t) + p(t)] 0, (35) 

which are the gravitational field equations governing the ex­
pansion of the universe in globally geodesic systems. 

Note that Eqs. (34) and (35) are not approximate but 
rigorous equations, and that we should not generally identify 
p(t) with pet) and p(t) with pet). In fact pet) can be ex­
panded, for the matter-dominated era (p = 0), as 

pet) = p04~a - 3(t) 

= p(t) [1 + 1. a:(t) r'l + 0(r4
)] , (36) 

2 a (t) 

where we have used the expansion of aCt) in (20). 

V. CORRESPONDENCE WITH NEWTONIAN 
COSMOLOGY 

For the matter-dominated era the pressure p is negligi­
ble compared with the mass density p. Suppose p is of order 
r'l, then Vp is of order rl and ap/at is of order r'l. The equa­
tions of motion of the cosmological fluid, (30) and (31), are 
thus reduced to 

ap + V.( pV) + O(r'l) = 0, 
at 

(37) 

av + (V·V)V+O(i3) = _.!.Vgoo-.!.Vp. (38) 
& 2 p 

To the lowest order of r, (37) and (38) are just the same 
equations in the Newtonian cosmology used by Jeans7 and 
Zel'dovich,6 provided that 

goo = 1 +2q1, (39) 

wherecp is the Newtonian potential. From (39) and (23) we 
find 

cp = - Ha(t)/a(t)]r'l + 0(r4) . (40) 

Equations (37)-(40), together with the gra~tational field 
equations of the model, constitute a complete set of equa­
tions describing the local behavior of the universe in the ob­
server's geodesic coordinate system. 

From (40) we see that the Newtonian potential cp may 
take different forms of expression through a (t), which is 
dependent upon the theories of gravity and the models of the 
universe. The standard cosmological model of general rela­
tivity provides us, for the matter-dominated era, with3 

aU) = - j1TG pa(t) , (41) 

so that cp in (40) takes the form 

cp = ~ 1TGpr'l + 0(r4) . (42) 

From (27) we see that the three-velocity V may be written as 

V == [a(t)/a(t)]r == Hr, (43) 

where 

H==a(t)/a(t) . (44) 

Then a set of solutions that are the same as those obtained by 
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Zel'dovich6 is derived from the standard Robertson-Walk­
er-Friedmann model of general relativity as a limiting case. 
Thus we arrive at an opinion that Zel'dovich's model of cos­
mology, which is based on the Newtonian theory, can be 
regarded as the Newtonian approximation of the standard 
Robertson-Walker-Friedmann model in the globally geo­
desic coordinate system with correspondences goo = 1 + 2q; 
and H = i:J(t)/a(t). On this account the Newtonian equa­
tions used by Jeans and Zel'dovich are local equations that 
cannot describe the large scale structure of the universe. As­
tronomical observations reveal that galaxies and clusters of 
galaxies are of size - 106 light years and - 107 light years, 
respectively, and the universe is of age - IO lD years. There­
fore one can use these equations in the problem of the forma-

1927 J. Math. Phys .• Vol. 28. No.8. August 1987 

tion of galaxies by keeping in mind that some higher-order 
terms may appear. The order of such a term may be found 
from (37), (38), and (40) with r- 10-4 to 10-3 in the pres­
ent time. 

lLiu Hongya, J. Math. Phys. 28.1920 (1987). 
2See• for example. C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravita­
tion (Freeman, San Francisco, 1973), p. 413. 

3S. Weinberg, Gravitation and Cosmology (Wiley, New York, 1972). 
4W. McCrea and E. Milne, Q. J. Math. 5, 73 (1934). 
'P. J. E. Peebles, Am. J. Phys. 33, 106 (1965). 
6Ya. B. Zel'dovich, Ann. Rev. Fluid Mech. 9, 215 (1977). 
7J. H. Jeans, Philos. Trans. 129, 44 ( 1902). 
"See Ref. 2, pp. 562-564. 
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In the space of Lie groups 
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In the space G" of n-dimensional Lie~gebr:as a new non-Hausdortftopology l' is defined. Here 
(G", 1') is a compact connected To space. The closed one-point sets in the noncommutative 
part of G" are called atoms. For each n;;;.3 there exist two atoms. Geroch's limit defines a 
topology u in the space N". of local homogeneous Riemannian manifolds of dimension n. A 
natural relation of the N" to the spaces G" is given by the Lie algebra corresponding to the 
isometry group of the elements of N". It has nice u-r-continuity properties, e.g., the atoms are 
exactly those elements of G" that correspond to closed nonempty subsets in the nonftat part of 
N". Applying to cosmology, especially for cosmological models with intrinsically 
homogeneous slices t = const, a complete answer to the question of how the isometry group of 
the spacelike hypersurfaces may depend on time is given: The slices are u-continuous andtheir 
isometry groups are 1'-continuous functions of time t. Applications of u and l' to other 
problems are sketched. 

I. INTRODUCTION 

A homogeneous cosmological model is a space-time 
possessing an isometry group acting on spacelike hypersur­
faces V3 (t)eN3, N3 being the space of local homogeneous 
three-dimensional Riemannian spaces of signature 
+ + +. As one knows,l N3 can be classified according to 
the respective Lie groups of isometry of its elements: Bianchi 
types I, ... ,IX; VI and VII are one-parameter sets of Lie 
groups. Additionally, we have the models of Kantowski­
Sachs type.2,3 Each of these types represents a family of cos­
mological models. But nowadays one does not restrict auto­
matically to one Bianchi type but allows cosmOlogical 
models whose Bianchi type changes with time. They are 
called intrinsically homogeneous cosmological models4

,5 for 
they require only the first (and not the second, too, as one 
usually does) fundamental form of the slices to be homogen­
eous. 

In Sec. IV we shall show the following: The set N3 en­
dowed with a topology defined by Geroch's limit is a three­
dimensional manifold with boundary and the four invariants 

" 'k' 'Uk] R, RijR IJ, RijRl R Ie, and RiU;k]R' ; 

give a unique6 and homeomorphic parametrization of it. 
(The first three invariants do not suffice!) Further we an­
swer the question of how the Bianchi type can change with 
time. 

To derive these results we introduce a topology 1'in the 
space of Lie groups and give some properties of it in Sec. II; 
and we consider the topology u induced by Geroch's limit 7,8 

in Sec. III. A comparison of u and l' is performed in Sec. IV. 
In the final Sec. V we discuss some possible applications of 
the topologies u and 1'. In the Appendix we give some basic 
definitions and results concerning non-Hausdorff topologies 
to make the paper readable also for those readers who are not 
familiar with this topic. 

In all the derivations we pay essential attention to the 
underlying topological structures as compactness and sepa­
ration axioms and what consequences they have. 

II. A TOPOLOGY IN THE SPACES OF LIE GROUPS 

We shall restrict ourselves to finite-dimensional Lie 
groups, the infinite-dimensional ones can be thought to be 
constructed from the finite-dimensional ones by the direct 
limit with the natural embedding of the set G: of n-dimen­
sional Lie groups into G: + 1 given by the direct product 
with the real line. Further, the topology to be constructed 
shall not distinguish between locally isomorphic Lie groups, 
i.e" the topology will not be To (cf. the Appendix), but its 
associated To space is homeomorphic to a To topology l' in 
the space G" of n-dimensional Lie algebras, and the latter is 
the object of our study. We take n;;;.2, for n = 1 is trivial. 

A. Motivation 

Before writing the definition we give some motivations 
for it. First, consider the surface of a Euclidean sphere of 
radius r and then the limit r ..... 00 , Obviously, but also strong­
ly using Geroch's limit (see below), this sequence converges 
to the Euclidean plane. But what about the Lie groups of 
isometry? For all spheres it is the same one (Bianchi type 
IX) but another one (Bianchi type VIIo) for the plane.3 But 
we wish to have this limit being valid on the Lie group level, 

too: IX ..... VIIo denotes the fact that a sequence of Lie groups 
all of which are type IX converges to type VIIo, i.e., we do 
not wish l' to be a Tl space. It is not desirable at all to make l' 
a Hausdorff topology, because for n = 3 only the two one· 
parameter sets VIh and VIIh would give rise to deviations 
from the discrete topology. 

On the other hand, we wish l' to be naturally induced 
and not prescribed from outside. Therefore, we proceed as 
follows. 

B. Definition of l' 

Let R" be the n-dimensional oriented real vector space 
and (e1, ... ,e,,) a basis of it. As one knows, a Lie product [eJl 
in R" is defined by the structure constants ct Jk via the equa­
tions 
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[ei,ej ] = C\ek (2.1 ) 

and a set C Jk defines a Lie product iff 

C\n = 0 and cl[kicmjJI = 0 (2.2) 

are fulfilled, [ ] denoting antisymmetrization. The set of 
those C k

ij that fulfill Eqs. (2.2) form a subset Wn of R m, 
m n3

• But W" is not yet G" because different points of W" 
may describe the same Lie algebra. If this takes place we call 
the points of W" to be equivalent and denote this equivalence 
relation by Q. Then we get the algebraic result9 

(2.3 ) 

Now we define 7 to be the topology in G" which follows from 
Eq. (2.3) as quotient topology where Wn is endowed with 
the topology induced from R m. As can be seen, 7 is naturally 
defined using Euclidean topologies and quotient spaces only. 

As an illustration, let us show the result for n = 2: W2 is 
homeomorphic to R 2 where the origin, C ~k = 0, corre­
sponds to the commutative Lie algebra I, and all other points 
correspond to the noncommutative one X. Hence 
G2 = ({I,x}, 7) and {X} is the only nontrivial open set, i.e., 
X -- I is the only nontrivial converging sequence. 

I is the group of translations of the Euclidean plane R 2, 

whereas X can be represented as a group of linear transfor­
mationsx--ax + b,a > o of the reallineR. We denote it by X 
to avoid confusion with one of the Bianchi types. 

For n>3, we have to specify the equivalence relation Q: 
A change of the basis e, will be allowed for the same orienta­
tion only, for we have the R n presumed to be oriented. 
Therefore, the group SL(n) {A ~ Idet A ij > o} is the gauge 
group acting on W" and defining Q. With this definition the 
equivalence classes of Q are automatically connected, and 
the usual definition with GL(n) = {A ~ Idet A J #o} instead 
of SL(n) only identifies some pairs of points in Gn • Such 
pairs of points we call dual ones. Clearly, the commutative 
Lie algebra is a self-dual one. (Indeed, GL(n) is the semidi­
rect product Z2 X SL (n), being the two-point group, 
which is a direct one for n odd.] 

The action ofSL(n) on W" is straightforward since the 
structure constants transform as usual tensors: 

C- i A - Ii A b A c ca 
jk = a j k be' 

C. Some properties of 7' 

First of all, let us look at the commutative algebra lEG" . 
The following lemma holds. 

Lemma 2.1: {J} C Gn is closed and Gn is the only neigh­
borhood of I, i.e., {I} is the only closed one-point set of Gn . 

Each nonempty closed subset of G n contains I; G n is con­
nected and compact. 

Proof: Let UCGn be a neighborhood of I. Further, let 
gEG n " {I} and C Jk be structure constants for g. A homothe­
tic basis change e i ---+Ii -lei, Ii> 0, hence C'jk ---+liC lk can 
bring C ~k arbitrarily close to O. Hence, gEU, the remaining is 
trivial. 0 

With Lemma 2.1 in mind it suffices to consider only the 
subspace Fn = Gn ,,{I} and its relative topology. The fol­
lowing lemma holds. 
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Lemma 2.2: (Fn , 7) is a compact space. It is a Haus­
dorff space for n 2 only. 

Proof: We have to restrict to W~ = Wn ,,{O}. Then we 
may further restrict to sets of structure constants fulfilling 
the normalization condition 

n 

I (C lk )2 1, (2.4 ) 
'J',k ~ I 

which can be attained by a suitable homothetic basis change, 
restricting WOn to the compact subset W". [That 
WOn CR m

" {O} is closed follows from the fact that it is the 
zero set of a continuous function (2.2).] Then, Fn = WOn / 
Q = W" /Q is also compact. Also, F2 = {X}, and for n>3, 
we find always elements A olE of Fn fulfilling A -E. 0 

The direct limit construction for n - 00 described at the 
beginning of Sec. II is justified by the following lemma. 

Lemma 2.3: The embedding ® R of G n into G n + 1 is a 
continuous, but, surprisingly, not a homeomorphic one, An 
example for n = 2: X ® R is Bianchi type III VII' 

Proof: The direct product with the one-dimensional Lie 
algebraR is performed by setting C jk = 0 for n + lE{ij,k}. 
This is not a homeomorphic embedding: Let n 3, then 
V ";'11, but V ®R-II ®R. 0 

The self-dual elements of G n can be obtained from the 
following lemma. 

Lemma 2.4: The basis change e 1 --> - e l , e, -e" i# 1, 
defines a duality relation - in Gn • Here g = g means self­
duality, Direct products of a self-dual Lie algebra with an 
arbitrary Lie algebra are self-dual. Also, C 'jk describes a self­
dual Lie algebra iff there is a basis change Ai j with det A ~ 
< 0 leaving C)k invariant. 

For practically evaluating the space (Gn , 7) we need a 
technical lemma. 

Lemma 2.5: Let (gi)' CGn be a sequence and gEGn • 

Further, let [gi]' [g 1 C Wn be the equivalence classes of Q 
corresponding to gi and g, respectively. Then the following 
statements are equivalent: (1) gi -gin 7; (2) to each XE [g) 
and to each i there exists an XiE [gi] such that Xi -X in Wn ; 

and (3) there exists an XE [g) and to each i an Xi E [gi ] such 
that Xi -X in Wn holds. 

Proof: The equivalence of (2) and (3) is proved by a 
simultaneous basis change. The remaining is straightfor­
ward using the continuity ofthe action ofSL(n). 0 

Remarks: The specially chosen XE [g 1 (in Lemma 2.5.3) 
can be thought to be a kind of normed structure constant. 
For n = 3, the space (G3, 7) is explicitly evaluated in Ref. 10. 
The set W" is compact; now the crucial point is that the 
group SL (n) is not a compact group and so the equivalence 
classes of Q in W" need not be compact, i.e., closed subsets of 
it. This is the very reason for the non-Hausdorff ness of the 
topology 7. 

D. Canonical basis freedom and rank 

Gi ven a set C lk of structure constants for a Lie algebra 
gEG n' the subset Hg C SL(n) of elements leaving C ~k invar­
iant is a closed subgroup of it. The number k dim Hg is 
called the canonical basis freedom for the Lie algebra g. It 
depends on g, not on the specially chosen C lk' The rank r is 
the dimension of the Cartan subalgebra, the Abelian subal-
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gebra of highest possible dimension; d/ is the dimension of 
the I th derived algebra d r which is the subalgebra of gde­
fined by d ~ = g and d r = {fJ,h] lfed r _ I , hEg}. The unimo­
dular Lie groups are defined by Ci tj = ° which means an 
identical vanishing of the trace of the adjoint representation. 
Semisimple compact Lie groups are always unimodular. 
Finally, let us define the essential dimension ness of a Lie 
algebrageG" : ness is the smallest positive number such thatg 
can be represented as the direct product of n - ness factors R 
and a Lie algebra of dimension ness' Of course, 
r + ness >n + 1. How these concepts are connected with the 
topOlogy 'T can be seen from the following lemma. 

Lemma 2.6: The following subsets of G" are closed and 
therefore compact ones: (1) {gIg unimodular :}, (2) for 
each naturalm the set {glk>m}, (3) for each natural m the 
set {glr>m}, (4) foieach natural m and I the set {g/d/ <m}, 
(S) surprisingly, the set {glness <m} need not be closed. 

Proof Subset ( 1 ) is trivial as the zero set of a continuous 
function is always closed. In subset (2), for geF", the set 
[g] e W" [the set of structure constants for g fulfilling 
(2,4)] is of the following type: It is homeomorphic to 
SL(n)/(H, XR) R representing the homothetic motions. 
Therefore g is a topological manifold of dimension 
n'l - k - 1. Suppose the statement were wrong. Then there 
would exist a subset of W" that would be the limit of subsets 
of lower dimensions, which is impossible. Subset (3) uses 
the fact that the Grassmann manifold of all m-dimensional 
linear subspaces of R" is compact if endowed, e.g., with the 
Flachsmeyer topology. II In subset (4) d, can be obtained by 
calculating certain sets of determinants and then the contin­
uous function argument again works. In subset (5) an exam­
pleforn = 3: ness (III) = 2, ness (II) = 3, butlll-llin 'T. 0 

E. The three-dImensional Lie algebras 

The six unimodular three-dimensional Lie algebras 
( = type A in Ref. 2) can be represented as follows: Bianchi 
type I is the translation group of R 3; II is the Heisenberg 
group of matrices 

(~ ~ :). 
° ° 1 

Bianchi types VIofVIIo are the isometry groups of the Min-
kowskilEuclidean plane tJs2 = dt'l =F dx'l; VIIIIIX are the 
isometry groups of the surfaces of constant negative/positive 
curvature. With 

[el,e'l] = n3e3, [e2,e3 ] = nle}t [e3,ed = n2e2 

TABLE I. propertiesl2 of the three-dimensional Lie algebras. 

I II III V VIo 

n_ 1 3 2 3 3 
u 1 1 0 0 1 
s 1 0 1 1 1 
k 9 6 4 6 4 ,. 3 2 2 2 2 
dl 0 1 1 2 2 
d2 0 0 1 2 2 
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we have for the triples (n l ,n2,n3 ): (0,0,0) for type I, (1,0,0) 
for type II, (1,1, =F 1) for types VIIIIIX, respectively. 

The remaining groups can be characterized as follows, 
h>O being a parameter: 

VIhIVllh by [e}te2] = e3 + he'l' [e2,e3] = 0, 

[el,e3] = ± e2 + he3, VII = III; 

IV IV by [e l,e2] = be3 + e2, [e2,e3] = 0, 

[e l,e3] = e3, b = 1 for IV, b = ° for V. 

The details can be seen from Table I, where u = 1 for unimo­
dular algebras and s = 1 for self-dual ones and = ° other­
wise. The subset of self-dual elements in G3 is neither open 
nor closed, e.g., it holds VIII-Vloand VIo .... lI. IfG3 were a 
Hausdorff space, then, of course, the subset of self-dual ele­
ments would become closed; but here we have the two limits 
VIo ..... IIL and VIo-IIR , IlL = IIR , IlL #IIR , indicesL and 
R denoting handiness (chirality) of the basis. 

F. Atoms In the space of Ue algebras 

Atoms are those elements geG" for which the closure 
cl{g} of {g} contains exactly two elements. Of course, these 
two elements are I andg itself, and all atoms are contained in 
F". For n = 2, the only atom isX. Here A" , the set of atoms 
in G", can be characterized as follows: A" = {g1{g}eF" is 
closed}. The following lemma holds. 

Lemma 2. 7: Let X be a compact To space and A ex be 
the subspace of closed one-point sets. Then X itself is the only 
open set containing A. 

Proof Suppose uex is an open set containingA. Then 
Y = X '\ u #t/J is a compact To space. By construction, Y con­
tains no closed one-point sets. We shall show this to be con­
tradictory. To this end we define a partial order in Yby x<,y 

. iff x-y, i.e.,yecl{x}. By compactness, each increasing chain 
contains an upper bound (one of its accumulation points). 
And by Zorn's lemma, there is a maximal element which has 
to be a closed one-point set because of the To axiom. 0 

Therefore the following theorem holds. 
Theorem 2.1: The setA" of atoms in G" has the property 

that each non-Abelian Lie algebra can be obtained by an 
arbitrarily small change of the structure constants of an ele­
ment of A" . No proper subset of A" shares this property. 

Proof We apply Lemma 2.2 and Lemma 2.7 with 
X = F", A = A" and use the definition ofthe topology 'T. 0 

Of course, Theorem 2.1 could also be proved using the 
special structure of W", but we are interested in showing 

VIho h ¥oO,l VIIo VIIh , h ¥oO, and IV VIII/IX 

3 3 3 3 
0 1 0 1 
1 0 0 0 
4 4 4 3 
2 2 2 1 
2 2 2 3 
2 2 2 3 
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which topological structures are essential, and this is done by 
Lemma 2.7. 

Theorem 2.1 makes it desirable to get more knowledge 
about the set An. The following theorem holds. 

Theorem 2.2: For each n)3, there exist exactly two 
atoms. 

Proof A3 = {II, Y}.ID Let an arbitrary gEEn be given by 
its structure constants C k ij 01 O. Then one can take a system 
such that at least one of the values CB lA, A,B = 2, ... ,n, does 
not vanish. A basis change el--->e l , eA --->..1, ~ leA gives in the 
limit ..1,---> 00 asurvivalofthevaluesC B

IA = -C B
AI only. 

The Jacobi identity is then automatically satisfied. 
Case ( I ) : C B IA is a multiple of the unit matrix. Then by 

a transformation el--->/1 el (and, additionally e2 ---> - e2 if 
/1<0), one gets C B

IA = -C B
41 =8B

A, the remaining 
components vanish. There we are arrived at the pure vector 
type Lie algebras which are somewhat dual to the unimodu­
lar ones: We define a Lie algebra to be of a pure vector type if 
there exists a vector v, 010 such that 

C k
ij = 2vl,8k

}] (2.5) 

holds. By contraction, v, = Clij/(n - I) and pure vector 
types are defined by the vanishing of 

D\ = C\ - 2(8\}C',],)/(n - 1). (2.6) 

For a given n all pure vector type Lie algebras are isomor­
phic, we donote it by v(n); V, can be brought to be e l . We 
have to show that this algebra is an atom: It is the only type 
with C k ij 010 and D \ = O. Another proof of this statement 
is as follows: Let us calculate the subspace [v(n) 1 c wn; it 
has the topology of the (n - 1) -dimensional compact sphere 
S n ~ I, and in a Hausdorff space, a compact subset is always 
closed. And why is it S n - I? A basis transformation changes 
only V;, and normalization brings it to lv, 1= 1, and S" ~ I 

= {v;llvil = I}CR n. 

Case (2): C B IA is not a multiple of the unit matrix. At 
this point we need the presumption n)3. Then one can get 
C 3

12 = 1. Abasischangee2--->ez,ep --->Aep ,p = 1,3, ... ,n,gives 
in the limitA ---> 00 a survival of elements CPlz,p)3, only. For 
p)4, an analogous limit gives the following result: The only 
non vanishing structure constants are C\2 = - C 3

Z1 = 1, 
which is Bianchi type II 0 R n - 3, denoted by lI(n). It is the 
only possible candidate for a unimodular atom. But Lemma 
2.6.1 together with Lemma 2.7 shows that there exists at 
least one unimodular atom. 0 

From the above theorem we can see the following simple 
facts: The noncommutative unimodular Lie algebras form a 
connected closed compact subset of Fn , and for each unimo­
dular Lie algebra gEEn, g--->lI(n) holds; ness (lI(n) ) = 3 in­
dependently of n, V(2) = X, and atom 0 R need not be an 
atom! Also, ness ( V (n») = n. 

Contrary to the case of G n , the question of whether Fn is 
connected is not at all trivial, because the Jacobi identity 
imposes quadratic conditions to the definition of Wn , and 
the connectedness properties of W n are not clear from the 
beginning. But the following Theorem holds. 

Theorem 2.3: Fn is connected. 

Proof For n = 2 it is trivial. Let n)3. It suffices to give 
an example of an element g fulfilling gEEn, g---> lI(n) , and 
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g---> yen). For n = 3, g is then uniquely defined to be IY. 
Therefore we should find the higher-dimensional analog to 
Bianchi type IY: It is Iy(n) defined by [epezl = e2 + e3 , 

[el,eA ] = eA, [eA ,eB ] = 0, for all A,B)3, [e2,e3 1 = O. 0 
In U3 , the space of three-dimensional unimodular Lie 

algebras, YIII and IX are the only isolated points. Moreover, 
YIII, IX is the smallest dense subset of U3 • This gives a pre­
cise meaning to the statement "Bianchi types YIII and IX 
are the generic unimodular Lie groups" sometimes found in 
discussions of cosmological models. 13 

III. GEROCH'S LIMIT 

Geroch defined7 in 1969 a limit of space-times: he as­
signs to a one-parameter set (MJe ) '" of space-times M", one 
(or more, not necessarily Hausdorff) limit space. His con­
struction uses neither dimension nor signature of the space­
times and is easily generalized to arbitrary dimensions and 
signatures. Then also his Theorem 1: "Each limit has a maxi­
mal extension which is also a limit of that sequence" keeps 
valid. He gives two equivalent approaches. The first is by 
embedding his set into a five-dimensional manifold. But it 
turned out that this is not a true five-dimensional construc­
tion because coordinate transformations mixing with the 
fifth coordinate do not appear. The second approach is by 
defining families of frames in the space-times MJe . We prefer 
to follow this second line of reasoning. The main reason for 
doing so is the fact that this second approach does not re­
strict the construction to real values A but, moreover, can be 
formulated for denoting the general element of a Moore­
Smith (MS) sequence. MS sequences subsume ordinary se­
quences, real valued index sets, and many other ones. We use 
them because it is not clear at the moment whether the pre­
sumptions on the topology to be defined by ordinary se­
quences already are fulfilled or not. This makes it possible to 
define a topology (J' in the space of space-times by the condi­
tion that a set F is closed iff each Geroch limit of MS se­
quences contained in F is also an element of F. (Let us re­
mark without proof that Geroch's limit is topological, i.e., 
the topology (J' defines the same convergence as the Geroch 
limit does. ) 

Geroch gives an example of a sequence (M", ) '" possess­
ing two limits, one of them being flat space-time. This is a 
typical result for sequences of asymptotically flat space­
times (as the example consists of), because it depends on the 
coordinates: If the origins of the coordinate systems (i.e., the 
reference points p"" see below) go to infinity quickly enough 
we get flat space-time as a limit space. 

A. The global definition 

Now, it is time to give the precise definition of Geroch's 
limit, generalized to the extent sketched above: Let (M", ) Je 

be a Moore~Smith sequence of connected Hausdorff C 00_ 

Riemannian manifolds of the same dimension n) 1 and same 
signature of the metricgij' det gij 010. A connected (not nec­
essarily Hausdorff) Coo-Riemannian manifold M of dimen­
sion n is called a limit space of this sequence if to each PoEM 
and orthonormal base (eOI,. .. ,eon ) at a neighborhood U of Po 
and to each A there exist points p", EM"" orthonormal bases 
(e\, ... ,e'" n ) in neighborhoods U", of PA such that the metric 
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components in the U). converge to those in U. We require 
this limit to hold for the metric and all its derivatives uni­
formly on compact neighborhoods. This ensures the limit of 
an Einstein space to be automatically an Einstein space, etc. 

Example: Let M). be the sphere S 2 with a metric of con­
stant curvature and the radius = 1/ A. In the limit A -+ 0 one 
expects to get a plane. 14 More precisely the following holds: 
There exists an uncountably infinite set of maximal exten­
sions of limits each of which is a flat planeR 2. Of course, they 
are all equivalent in the sense that they go one into another 
by a simultaneous rotation of the spheres. 

B. The local point of view 

The above example shows that at least for homogeneous 
spaces, globally no essential news appears because the differ­
ent choices of the PA can be called back by isometries of the 
M).. To be accurate, we define a local property as follows: 
Let (M,p) be such that peM and M is a C'" -Riemannian 
manifold. Then a geometric property of (M,p) is called a 
local one ifit is a property of each neighborhood UCM ofp. 
The pair (M,p) will be called a local Riemannian manifold. 
Clearly, for homogeneous spaces M, all the pairs (M,p) are 
equivalent. 

Now, we consider Geroch's limit of local Riemannian 
manifolds. With regard to Hausdorffness we have omitted 
the possibilities of having two limits by using asymptotically 
flatness (Geroch's example) as well as by different global 
topologies (S2-+R 2), and we can formulate the following 
theorem. 

Theorem 3.1: ( 1) For local Riemannian manifolds with 
definite signature, Geroch's limit defines a Hausdorff topol­
ogyq. 

(2) For indefinite signature this topology is not even T1• 

Proof: (1) Let (M).,PA) be a sequence oflocal Rieman­
nian manifolds with definite signature of the metric. We 
have to show that this sequence possesses at most one limit. 
LetE). = (e\, ... ,eAn ) andP). = (/\, ... ./\) be two sets of 
orthonormal n-beins at PA eM).. For each A, the basis change 
matrix from E). toP). is an elementg).ESO(n). The group 
SO(n) is compact and therefore, the sequence (g).»). con­
tains a convergent subsequence whose limit gives the re­
quired basis change from EO to pO. 

(2) For Lorentz signature, we have, of course, the Lor­
entz group instead ofSO(n), and that group is not compact. 
The required counterexample is the following: Let (M).,p:t ) 
be the same for each value A, PA = (0,0,0,0), 

dil = cos2 U dX2 + cosh2 
U dyZ + 2 du dv. (3.1 ) 

We show the sequence (M:top:t) to possess two different lim­
its. Of course, one ofthem is the space itself. It is a nonflat 
space-time. To get the second limit we perform the coordi­
nate transformation 

X-+X, y-y, u-u/A, v-+v·A. 

This transformation leaves invariant the metrical tensor 
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but the corresponding sequence of Lorentz transformations 
has no accumulation point. In the limit A -+ 0 we get flat 
space-time. 0 

Remark: Metric (3.1) is a plane wave solution of Ein­
stein's vacuum field equation and the property shown here 
holds for all of its points. On the other hand, each polynomi­
al curvature invariant of arbitrary order (all of them are 
local invariants) uniquely converges, from which we can see 
without any calculations that all these invariants identically 
vanish for metric (3.1). This latter property is connected 
with the existence of a nontrivial homothetic motion with 
regular fixed point. Next, let us concentrate on homogenous 
Riemannian spaces. 

IV. THE SPACE OF HOMOGENEOUS RIEMANNIAN 
SPACES 

In this section we shall give some relations between the 
Geroch limit in the set of homogeneous Riemannian spaces 
of definite signature and the topology T in the set of the re­
spective Lie groups of isometry. Let us first note a result of 
Geroch7

: "Let each element of a sequence of space-times 
possess a k-dimensional group of motions then so does its 
limit. Also the existence of a hypersurface-orthogonal Kill­
ing vector is hereditary." The question, however, of which 
groups can appear in the limit remained unsolved in that 
paper, and we go on that way. 

In both cases we consider the local properties only, thus 
we consider only the spaces (G n' T) of Lie algebras of dimen­
sio.n n (cf. Sec. II) and the spaces (Nn , q) of homogeneous 
local Riemannian spaces of dimension n and positive definite 
metric with Geroch's limit (cf. Sec. III). 

By Theorem 3.1, (Nn,q) isaHausdorffspace. AlsoNzis 
homeomorphic to the real line, it can be uniquely parame­
trized by the curvature scalar R. All homogeneous Rieman­
nian spaces are automatically analytical ones and we have no 
problems with differentiability classes. The following lemma 
holds.6 

Lemma 4.1: To each n there exists a number m (n) such 
that the set {It, ... , Im(n)} ofal! men) polynomial curvature 
invariants up to a certain order gives a unique parametriza­
tion of N n • Moreover, this embedding (Nn,q)CR men) is a 
homeomorphic one. 

Remark: A polynomial invariant of degree k and order I 
is a linear combination of monoms 

with (jl, ... ,jzk) being a permutation of (i1l ... ,i2k ), I denotes 
the maximal number of covariant derivatives of the curva­
ture tensor Rijkl' 

Proof: For the first part compare MacCallum,6 contin­
uity of the embedding is trivial, inverse continuity follows 
from local compactness. 0 

A •. Slmply transitive groups of motion 

In this first step we consider the subspace Kn CN" of 
those homogeneous local Riemannian spaces whose iso­
metry group possesses a simply transitive subgroup. Here 
K2 = N2,andN3 \K3 containsonlythehomogeneousS 2 ®R, 
i.e., the Kantowski-Sachs model. The elements of K n can be 
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obtained as follows: Take a Lie algebra gEG n' fix the struc­
ture constants C ~k and the metric gO ij at one point and then 
calculate the full gij by left translation via the given Lie 
group. 15 By a basis change we can always get gO ij = b ij' and 
the pair (C ~k' bij) uniquely defines the homogeneous local 
Riemannian space. Thus we have a map 

(4.1 ) 

The following theorem holds. 
Theorem 4.1: The map 1T is continuous and surjective. 
ProoF Each polynomial curvature invariant is a polyno­

mial in the numbers C ~k (cf. Ref. 2) and then by applying 
Lemma 4.1. "1T is onto" follows directly from the definition 
ofKn • 0 

Equation (4.1) defines an equivalence relation Iso in 
Wn: 

C~k IsoC;k iff 1T(C~k) =1T(C"~k)' 

i.e., structure constants are Iso equivalent iff the correspond­
ing Riemannian spaces are locally isometrically diffeomor­
phic. Iso is the operation offorgetting the Lie group origin in 
the pair (Lie group, left invariant metric) only preserving 
the metric. Of course, the original Lie group reappears as 
subgroup of the isometry group. 

The equivalence relations Q (cf. Sec. II) and Iso in Wn 
are not comparable: C ~k Q AC}k' but the corresponding 
curvature scalars differ by a factor A 2, hence, they are in 
general not isoequivalent. On the other hand, take a Rieman­
nian manifold V3 of constant negative curvature then one 
has simply transitive subgroups of both Bianchi types V and 
VIIh , thus isoequivalence does not necessarily imply Q 
equivalence. The isoequivalence classes in Wn will be de­
noted by (x). Consequently, (1) = {I} corresponds to flat 
space. 

One main relation between (G n' r) and (K n' Cf) is given 
by the following theorem. 

Theorem 4.2: Let (gi)i' gEGn , with gi':g. Let VEKn 
possess g as a simply transitive subgroup of its isometry 
group, then there exists a sequence (Vi)i CKn such that for 
each i, gi is a simply transitive subgroup of the isometry 
group of Vi which fulfills Vi..':, V. 

PrOOF Fix a basis and the metric at the origin for Vand 
then vary the structure constants according to Lemma 2.5. 
The remaining follows from the definitions of Cf and r. 0 

Analogously to Fn C G n we define, justified by Lemma 
4.1, 

( 4.2) 

i.e., Ln contains-up to a homothetic transformation-all 
nonflat elements of Kn. Indeed, the following lemma holds. 

Lemma 4.2: Ln ® R = Kn '\ 1T(/) is a homeomorphism, 
" ® R " denotes the homothetic map. 

Now, from a first glance, comparing Theorem 4.1 with 
Lemma 2.2 [Eq. (4.2) is analogous to Eq. (2.4)] one could 
expect Ln to be a compact space, referring to the fact that the 
continuous image of a compact space is itself compact. L2 is 
the two-point space, but already L3 is not compact: The clo­
sure of L3 in N3 adds exactly one point to it. It corresponds to 
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the normed Kantowski-Sachs model as limit of a sequence 
of models of Bianchi type IX. 

B. Multiply transitive groups of motion 

At least this last fact shows the necessity to consider 
multiply transitive groups of motion for larger values of n: 
One should take a Lie algebra g of dimension d>n and a 
subalgebra h Cg of codimension n. Then a metric should be 
fixed at the origin of g/h that is invariant with respect to h, 
and then again transported by left translations to allg/h. For 
d> n, the Ricci tensor cannot possess n different eigenval­
ues. The possible values of dare n, n + 1, ... , n(n + 1}/ 
2 - 2, and n (n + 1 )/2, for h is a subalgebra of SO(n). But 
n = 3 is a case where the appearance of multiple transitive 
groups of motion without simply transitive subgroups is only 
one singular case and we will concentrate on comparing 
(G3, r) with (N3 , Cf). 

We can simply generalize Lemma 4.2 as follows. 
Lemma 4.3: Let L ~ = {xENn I~n = 1} then 

L ~ ® R Nn '\ 1T(l) is a homeomorphism. 

C. Complete comparison for n=3 
In this section we prove some relations between the Lie 

algebras (G3, r) and the locally homogeneous Riemannian 
spaces (N3, Cf). To give the concept "convergence to a sub­
group" a precise meaning we define the following: Let 0 n 

u;:, I G m' The topology r* in G n is defined as follows: 
Let gEG n, i.e.,gEGm for a certain m<,n. Let H(g) be the set 
of sub algebras of g and for each hEH(g) let Uh be a r neigh­
borhood of h. Then the sets U*(g) = UhEH(g) Uk form a 

base for the topology r* in G n. Then gi ::: g in G n means: 
"(gi) i r-converges to a subalgebra of g." The omission of an 
index nat r* is justified by Lemma 4.3. The identical embed­
ding of G n - I into G n is a r*-r*-homeomorphic one with an 
open image, and r* restricted to one G m C Gn just gives r. 
Let hi':h Cg then hi ~g. 

N ow we can formulate the complement to Theorem 4.2. 
Theorem 4.3: The space N3 of all three-dimensional 10-

cally homogeneous Riemannian manifolds with positive 
definite metric is a three-dimensional topological manifold 
with boundary. Let Vi -+ V converge in (N3,Cf). Then the 
isometry groups of the V; r-converge to a subgroup of the 

PrOOF The proof is lengthy but straightforward, we 
sketch the essential steps only. First, let Vbe flat space, one 
of the boundary points of Ny Then the statement follows 
from the definition of r independently of the special struc­
ture of the Vi> cf. Lemma 2.1. Second, let V be nonflat. By 
Lemma 4.3 we may restrict to L r instead of N 3 . Let us illus­
trate the calculation for the Bianchi type IX: the general line 
element reads2 

ds2 = a(cosy cosz dx - sin z dy)2 

+ b(cosy sin z dx + cos Z dy)2 + c(dz - siny dX)2. 
(4.3) 

The eigenvalues of the Ricci tensor Rij for metric (4.3) are 
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(A"u,V) = (2abe) -1(a2 - (b - e)2, 

b 2 _ (a-e)2, e2 _ (a-b)2). (4.4) 

Two such metrics are isometrically diffeomorphic iff one of 
the triples (a,b,e) is a permutation of the other. (If we insist­
ed on oriented spaces this permutation would be restricted to 
be an even one, but we do not insist on them.) We have a 
four-dimensional group of motions in (4.3) iff two of the 
three values a,b,e coincide and these points form the bound­
ary; a = b = e gives the isotropic space, it forms an edgel6 in 
L 3• The limits of the spaces (4.3) we get by taking the Ger­
och limit with suitably chosen a,b,e ..... O, a finite value, or 00 

such that all values (4.4) remain finite. Then one can see 
that only Bianchi types Vllo, II, I and the Kantowski-Sachs 
models appear as limits as must be the case. 

Within L 3,Bianchi types VIII and IX form two-dimen­
sional subsets, II and V form single points and all other types 
form one-dimensional subsets. Therefore, the space is topo­
logically three-dimensional and -up to a zero set-locally 
Euclidean. 0 

In spite of its three dimensionality we can prove the 
following theorem for N3 • 

Theorem 4.4: Let L,M,Nbe three polynomial curvature 
invariants. Then there exist different points of N3 with the 
same triple (L,M,N). 

Corollary: The three invariants 
.. 'k' 

R, RijR IJ, RijRJ Rk I (4.5) 

do not suffice for a unique characterization of the three-di­
mensionallocally homeomorphic Riemannian manifolds of 
positive signature. 

Example: The invariants (4.5) are in one-to-one corre­
spondence to the invariants (4.4). In general, a,b,e can be 
(up to a permutation) calculated from A, fL' and v. But for 
A > 0, fL = v = 0, we have only a = b + e and one relation 
between b, e, and A to be fulfilled, thus a one-parameter set of 
spaces with the same invariants (4.5). The Cotton-York in­
variant R;[j;k ]R ;[j;k] parametrizes this set. 

Proof of Theorem 4.4: It suffices to show that N3 cannot 
be homeomorphically embedded into the R 3. Bianchi type 
Vllo gives a two-dimensional subset A of N 3• For an open 
dense subset of A, all three Ricci tensor eigenvalues are dif­
ferent, thus in a u neighborhood of these points, we do not 
have a four-dimensional group ofisometries, i.e., not a mix­
ing of different Bianchi types. By Theorem 4.2, each point of 
A is the limit of a one-parameter set of spaces of Bianchi type 
VIII, another one-parameter set of Bianchi type IX, and a 
third one-parameter set of type Vllh , h > 0, h ..... O. And this 

triangle structure around A cannot be embedded into the 
R3. 0 

Some further properties of N3 (cf. also Ref. 5) can be 
seen from the following. 

Theorem 4.5: Let w::f. 0, then the following holds: If the 
Ricci tensor eigenvalues of a locally homogeneous Rieman­
nian V3 of positive signature (i.e., an element of N3 ) are (I) 
w, w, w, then the space is of constant curvature; (2) 0, w, w, 
then it is the Cartesian product of a line with a plane of 
constant curvature; and (3) 0, 0, w, then it is Bianchi type 
VIII (for w<O) or Bianchi type IX (for w>O). For each 
fixed value w, one has a one-parameter family of spaces. If 
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( 4) w, - w, - w with w > 0, then it is Bianchi type II; and 
(5) 0, w, - w and some other triples do not appear in N3• 

D. Partial results for n;;.4 

We have proved Theorems 4.3 and 4.5 by calculating a 
complete list of examples for all the possible changes 
between the nine Bianchi types. Thus to generalize them to 
arbitrary dimensions n requires another method of prov­
ing. 17 Now we look for the homogeneous local Riemannian 
spaces corresponding to the atoms and isolated points of G n 

for arbitrary values n. The following theorem holds. 
Theorem 4.6: Let geG n be an n-dimensional Lie algebra 

and Bg CNn be the seeg oflocal homogeneous Riemannian 
spaces possessing g as a simply transitive subgroup of their 
isometry group. Then the following holds: (1) g is an atom 
iff Bg nLn consists of exactly one point; (2) g is an atom iff 
B g is a closed nonempty subset of (Nn \ {flat space}, u); (3) 
forg = v(n),n>2,Bg is the set of spaces of constant negative 
curvature; (4) for g = II(n), n>3, Bg consists of spaces 
whose Ricci tensor eigenvalues are w, - w, - w, 0, ... ,0 with 
w > 0; and (5) g is an isolated pOint iff B g is an open subset of 
K n' This means that for the isolated Lie groups, perturbing a 
homogeneous space to another homogeneous space of K n 

cannot change the type if the perturbation is sufficiently 
small. 

Proof: (3) follows from explicit calculations with the 
structure constants implying the validity of (1) and (2) for 
atomsg, cf. Theorem 2.2. Let us show (1) and (2) withgnot 
being an atom. Here g = I implies B[ = flat space, g::f.I, g 
not an atom implies g ..... h, heGn,h atom. Then apply 
Theorem 4.2. Statement (4) can be calculated explicitly, cf. 
the end of Sec. II F, or Ref. 15a. 0 

Corollary: For each n>3, there exists a one-parameter 
subset X(A) CLn , O<A< 1, with x(O) representing type 
v(n), x( 1) representing type lI(n), and for each 0 <A < 1, 
X(A) belongs to type Iv(n). For n = 3, all spaces of Bianchi 
type IV have three different Ricci tensor eigenvalues; and all 
spaces of Bianchi type IV belong to that curve x (A). 

v. DISCUSSION 

In the present paper we have continued the discussion 10 

of how the Bianchi type can change with time in an intrinsi­
cally homogeneous cosmological model. A direct change 
from type A to type B [ V3 (t) is of type A for t < 0, type B for 
t = 0] is possible iff A .: B, cf. the diagram. 10 Here we gener­
alized most of the results to higher dimensions and pointed 
out relations to Geroch's limit of space-times on the one 
hand and to general topological properties on the other 
hand. 

One application is already performed in Ref. 19: For 
deriving the Einstein field equation (or other equations) for 
homogeneous cosmological models one has to derive them 
only for a r-dense subset of G 3 (here: Bianchi types VI, VII, 
VIII, and IX). The equations for the other types follow then 
simply from a limiting procedure. Also for the correspond­
ing solutions it holds: Let A ..... B. If au-converging se­
quence20 of type A solutions gives a limit belonging to type 
B, then this is also a solution. But, in general, not all type B 
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solutions will be obtained by this procedure. 
Example: Let A denote spherical, and B denote plane 

symmetry.21 But plane wave solutions of Einstein's equation 
are not limits of the Schwarzschild solution.22 

Now, consider the Schrodinger equation (or another 
one) in a potential Vo (x) possessing the symmetry Lie group 
go. Then consider a perturbation V" (x) with symmetry 
group g". Then the g" 7-converge to a subgroup23 of go as 
,1,--+0, but the g" themselves need not be subgroups of go. 
Maybe this fact is connected with (accidental) degeneration 
of energy levels in perturbation problems. Also for the sub­
group structure in GUT models the topology 7 has possibly a 
relevance. 

One should also search for connections of the topology 7 
to the respective global topologies of the Lie groups and ho­
mogeneous Riemannian spaces. Compare Ref. 24 for the to­
pologies of globally homogeneous spaces. Not only the 
structure constants but also the finitely many generators of 
the homotopy group continuously change. 

APPENDIX25: TOPOLOGY AND SEPARATION AXIOMS 

A topological space is a nonempty set X and a set U of 
subsets of X. The elements of U are called open sets (a gener- . 
alization of the open intervals in the real line ). One requires 
{cP, x}eu (trivial open sets), {X,Y} eu implies xn YEU 
and {Xj I iEL} e U implies U jEL Xj EU (finite intersections 
and arbitrary unions of open sets are open). A sequence 
(x j ) jEL ex is called to converge to a limit point xEX, Xj --+X, 
iff to each UEU fulfillingxEU (hence, Uis a neighborhood of 
X) there exists an io such that for alli > iO,XjEU holds. There­
by, L is a partially ordered set, e.g., the naturals. The main 
separation axioms Tn (T from German Trennung) are de­
fined as follows: X is To iff each pair of points can be weakly 
separated, i.e., there exists an open set containing only one of 
both. This axiom is usually required to be fulfilled; X is TI iff 
each pair of points has open neighborhoods whose intersec­
tion does not contain any of them. Equivalently, X is TI iff 
each one-point set is closed, i.e., the complement of an open 
set; X is T2 iff each pair of points can be separated, i.e., they 
possess disjoint open neighborhoods. This is the Hausdorff 
axiom. Clearly, Tn implies the validity of Tn _ l' The axioms 
T 0.1.2 can be equivalently characterized as follows: X is T2 iff 
each sequence has at most one limit; X is TI iff each constant 
sequence has at most one limit. If all Xj are equal to y we 
write simply y--+x instead ofx j --+x; X is To iff to each pair of 
points there is a sequence converging only to one of them. 

A topological space X is called to be compact, iff to each 
system m: e U with U UE9! U = X there exists a finite subset 
{Ul , ... , Un} e m: with U 7 = 1 Uj = X. (Each open cover con­
tains a finite subcover.) Equivalently it holds that X is com­
pact iff to each sequence inX there exists a converging subse­
quence. (Each sequence has an accumulation point.) 

Example: LetXbe a To space and xEX such thatXis the 
only open neighborhood of x. Then X is compact and x is an 
accumulation point of all sequences. 

A topological space X is called to be connected iff U, 
VEU, UU V = X implies un V #0. 

If Q is an equivalence relation in X then the quotient 
topology in the quotient space X /Q is defined as follows: A 
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set of equivalence classes is open in X /Q iff their union is 
open in X. Of course, the quotient space of a compact space is 
compact. The associated To space of X is the space X /Q, 
where xQy holds iff both x --+ y and y --+ x. 
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